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#### Abstract

We calculated numerically the value of some constant which can be regarded as an analogue of the EulerMascheroni constant.
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There exists a beautiful example of the series which is conditionally convergent to zero but absolutely divergent to infinity. Namely, let $\mu(n)$ denote the Möbius function:

$$
\mu(n)= \begin{cases}1, & \text { for } n=1  \tag{1}\\ 0, & \text { when } n \text { is divisible by the square } \\ (-1)^{r}, & \text { of some prime } p: p^{2} \mid n \\ \text { when } n=p_{1} p_{2} \ldots p_{r}\end{cases}
$$

For example, $\mu(14)=1, \mu(25)=0, \mu(30)=-1$. Then we have:

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\mu(n)}{n}=0 \tag{2}
\end{equation*}
$$

while the absolute series diverges to infinity

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \sum_{n<x} \frac{|\mu(n)|}{n}=\infty \tag{3}
\end{equation*}
$$

Because

$$
\begin{equation*}
|\mu(n)|=\mu^{2}(n) \tag{4}
\end{equation*}
$$

we can write the last equation as

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \sum_{n<x} \frac{\mu^{2}(n)}{n}=\infty \tag{5}
\end{equation*}
$$

The definition (1) of $\mu(n)$ stems from the formula for the Dirichlet series for the reciprocal of the Riemann zeta function:

$$
\begin{gather*}
\frac{1}{\zeta(s)}=\prod_{p=2,3,5,7, \ldots}\left(1-\frac{1}{p^{s}}\right)=\sum_{n=1}^{\infty} \frac{\mu(n)}{n^{s}},  \tag{6}\\
s=\sigma+\mathrm{i} t, \quad \Re[s]=\sigma>1,
\end{gather*}
$$

where the zeta function is given by

$$
\begin{equation*}
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}=\prod_{p=2,3,5,7, \ldots} \frac{1}{\left(1-\frac{1}{p^{s}}\right)}, \sigma>1 \tag{7}
\end{equation*}
$$

For $s=1$ we have divergent harmonic series and hence $1 / \zeta(1)=0$ in accordance with (2). To see that the above equality (6) really holds one needs first to recognize in the terms $1 /\left(1-\frac{1}{p^{s}}\right)$ the sums of the geometric series $\sum_{k=0}^{\infty} \frac{1}{p^{k s}}$. The geometrical series converges absolutely so the interchange of summation and the product are justified. Finally, the fundamental theorem of arithmetic stating that each positive integer $n>1$ can be represented in exactly one way (up to the order of the factors) as a product of prime powers:

$$
\begin{equation*}
n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}=\prod_{i=1}^{k} p_{i}^{\alpha_{i}} \tag{8}
\end{equation*}
$$

has to be invoked to obtain the series on lhs of (6). Let us note that on the rhs of (7) the product cannot start from $p=1$ and it explains why the first prime is 2 and not 1 - physicists often think that 1 is a prime number (before the $19^{\text {th }}$ century 1 was indeed considered to be a prime).

The series (2) is not absolutely convergent hence its value depends on the order of summation. In fact, famous (and curious) Riemann's rearrangement theorem, see e.g. [10, Theorem 3.54], asserts that terms of a conditionally convergent infinite series can be permuted in such a way that the new series converges to any given value. Hence zero on rhs of (2) can be replaced by an arbitrary real number after permuting terms of the series.

It should be noted that (2) is equivalent to the Prime Number Theorem (PNT) which states that the number $\pi(x)$ of prime numbers $<x$ is given by

$$
\begin{equation*}
\pi(x)=(1+o(1)) \int_{2}^{x} \frac{d u}{\log (u)} \tag{9}
\end{equation*}
$$

for details see [1, Theorem 4.16; 2, p. 107]. Let us also note the sum [4, p. 400]

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\mu^{2}(n)}{n^{2}}=\sum_{n=1}^{\infty} \frac{|\mu(n)|}{n^{2}}=\frac{\zeta(2)}{\zeta(4)}=\frac{15}{\pi^{2}}=1.519817754635 \ldots \tag{10}
\end{equation*}
$$



Fig. 1. The plot of values of $\sum_{n<x} \frac{|\mu(n)|}{n}$ captured at $x=$ $=10,100, \ldots 10^{10}, 2 \times 10^{10}$. For the fit the first two values of $x$ were skipped

We will give heuristic arguments on how the sum (3) grows to infinity. The harmonic series diverges to infinity like [10, p. 197]
$\lim _{x \rightarrow \infty}\left(\sum_{n<x} \frac{1}{n}-\log (x)\right)=\gamma=0.57721566490153286 \ldots$,
where $\gamma$ is called Euler-Mascheroni constant. It is not known whether $\gamma$ is irrational, see [11]. Let $Q(x)$ denote the number of square-free integers $n$ between 1 and $x$, i.e. integers $n$ for which $\mu(n) \neq 0$. It is known that

$$
\begin{equation*}
Q(x)=\frac{6 x}{\pi^{2}}+\mathcal{O}(\sqrt{x}) \tag{12}
\end{equation*}
$$

see [5, Theorem 333]. Thus the probability of choosing a square-free number is roughly

$$
\begin{equation*}
\frac{6}{\pi^{2}}=0.607927101 \ldots \tag{13}
\end{equation*}
$$

Because in (3) different from zero are only terms with $n$ square-free we expect that for large $x$ :

$$
\begin{equation*}
\sum_{n<x} \frac{|\mu(n)|}{n} \approx \frac{6}{\pi^{2}} \sum_{n<x} \frac{1}{n} . \tag{14}
\end{equation*}
$$

Thus we define a constant $\gamma_{M}$ by analogy with the EulerMascheroni constant by the limit

$$
\begin{equation*}
\gamma_{M}=\lim _{x \rightarrow \infty}\left(\sum_{n<x} \frac{|\mu(n)|}{n}-\frac{6}{\pi^{2}} \log (x)\right) \tag{15}
\end{equation*}
$$

and we expect the behavior

$$
\begin{equation*}
\sum_{n<x} \frac{|\mu(n)|}{n} \approx \frac{6}{\pi^{2}} \log (x)+\frac{6}{\pi^{2}} \gamma . \tag{16}
\end{equation*}
$$

Using the free software Pari [9] during about 30 hours on CPU with 3.9 GHz we calculated the values of $\sum_{n<x} \frac{|\mu(n)|}{n}$ up to $x=2 \times 10^{10}$. The results are presented in Fig.1. There is a perfect straight line on the semi-logarithmic plot in accordance with the Eq. (16). However, the intercept is $1.0545 \ldots$, while from the above considerations we expect that $\gamma_{M}$ should be close to $6 \gamma / \pi^{2}=0.35091 \ldots$ The point is that for initial values of $n$, which have largest contribution, there is an inequality:

$$
\begin{equation*}
\sum_{n<x} \frac{|\mu(n)|}{n}>\frac{6}{\pi^{2}} \sum_{n<x} \frac{1}{n}, \tag{17}
\end{equation*}
$$

see Fig.2. The surplus is about 0.662 . The values of

$$
\begin{equation*}
\gamma_{M}(x)=\sum_{n<x} \frac{|\mu(n)|}{n}-\frac{6}{\pi^{2}} \log (x), \tag{18}
\end{equation*}
$$

obtained numerically are present in the table:

| $x$ | $\gamma_{M}(x)$ |
| :---: | :---: |
| $10^{6}$ | 1.0438928513 |
| $10^{7}$ | 1.0438962450 |
| $10^{8}$ | 1.0438943420 |
| $10^{9}$ | 1.0438945405 |
| $10^{10}$ | 1.0438945080 |
| $2 \times 10^{10}$ | 1.0438945070 |



Fig. 2. The plot of values of $\sum_{n<x} \frac{|\mu(n)|}{n}$ and harmonic series or initial values $n=1,2,3, \ldots, 20$

It seems that the last 7 digits for $\gamma_{M}$ can be trusted. We searched for 1.04389 in The On-Line Encyclopedia of Integer Sequences at link ${ }^{1}$ without success - it seems that this constant $1.04389 \ldots$ was not determined in the past.

Finally, let us note a possible generalization. The EulerMascheroni constant is a zeroth element of the sequence of the Stieltjes constants defined by [6, p. 118]

$$
\begin{equation*}
\gamma_{n}=\lim _{x \rightarrow \infty}\left[\left(\sum_{k<x} \frac{(\log (k))^{n}}{k}\right)-\frac{(\log (x))^{n+1}}{n+1}\right] \tag{19}
\end{equation*}
$$

(When $n=0$ the numerator of the fraction in the first summand in (19) is formally $0^{0}$ which is taken to be 1.) Thus we can introduce a family of constants involving the Möbius function by the formula:

$$
\begin{equation*}
\gamma_{n}^{M}=\lim _{x \rightarrow \infty}\left[\left(\sum_{k<x} \frac{|\mu(k)|(\log (k))^{n}}{k}\right)-\frac{6}{\pi^{2}} \frac{(\log (x))^{n+1}}{n+1}\right] . \tag{20}
\end{equation*}
$$

## Note added in the Proof:

Artur Kawalec noted that it is possible to obtain a closed formula for $\gamma_{M}$. Namely, the original definition of the Stieltjes constants is as the coefficients of the Laurent expansion of the zeta function $\zeta(s)$ around its only simple pole at $s=1$ :

$$
\begin{equation*}
\zeta(s)=\frac{1}{s-1}+\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \gamma_{n}(s-1)^{n} \tag{21}
\end{equation*}
$$

From the above formula $\gamma_{n}$ are given by the derivatives of $\zeta(s)$ or by appropriate contour integrals following from the Cauchy integral formula. However, the formula (19) can be shown to hold as an alternative expression for $\gamma_{n}$, see e.g. [3] ${ }^{2}$. In [12, Eq. (1.2.7)] we found the Dirichlet series:

$$
\begin{equation*}
\frac{\zeta(s)}{\zeta(2 s)}=\sum_{n=1}^{\infty} \frac{|\mu(n)|}{n^{s}}, \Re(s)>1 \tag{22}
\end{equation*}
$$

The above fraction of zetas has its own Laurent series

$$
\begin{equation*}
\frac{\zeta(s)}{\zeta(2 s)}=\frac{6}{\pi^{2}(s-1)}+\gamma_{0}^{M}-\gamma_{1}^{M}(s-1)+\ldots \tag{23}
\end{equation*}
$$

Assuming that similarity to the relationship between usual Stieltjes constants the above constants $\gamma_{0}^{M}=\gamma^{M}$ and $\gamma_{1}^{M}, \ldots$ have the representation (20) and developing into series $\zeta(2 s)$ for $s$ close to 1

$$
\begin{equation*}
\zeta(2 s)=\zeta(2)+2 \zeta^{\prime}(2)(s-1)+\ldots, \tag{24}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{\zeta(s)}{\zeta(2 s)}=\frac{6}{\pi^{2}(s-1)}+\frac{6 \gamma_{0}}{\pi^{2}}-\frac{12 \zeta^{\prime}(2)}{\pi^{2} \zeta(2)}+\mathcal{O}(s-1) \tag{25}
\end{equation*}
$$

Then from (23) for $s \rightarrow 1$ we obtain:

$$
\begin{equation*}
\gamma_{0}^{M}=\frac{6 \gamma_{0}}{\pi^{2}}-\frac{72 \zeta^{\prime}(2)}{\pi^{4}} \tag{26}
\end{equation*}
$$

Using for the derivative of zeta, for example, the formula (37) from [13] we obtain

$$
\begin{equation*}
\gamma_{0}^{M}=1.0438945157119382974045634 \ldots \tag{27}
\end{equation*}
$$

The Eq. (26) suggests that $\gamma_{0}^{M}$ can be transcendental because $\pi$ is transcendental. Let us note that it is not even known whether the Euler-Mascheroni constant $\gamma_{0}$ is irrational, see [7,11]. It is known that if $\gamma_{0}$ is rational and equal to a simple fraction $p / q$ than $q>10^{242080}$, see [6, p. 97]. About the irrationality of Stieltjes constants see also [8].
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