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Abstract: This paper describes a SIRS model with the logistic growth rate of susceptible class. The effect of an inhibitory
factor in the infection is also taken into consideration. We have analysed local as well as global stabilities of the equilibrium
points (both hyperbolic and non-hyperbolic) of the system and investigated the Transcritical bifurcation at the disease free
equilibrium point with respect to the inhibitory factor. The occurrence of Hopf bifurcation of the system is examined and
it was observed that this Hopf bifurcation is either supercritical or subcritical depending on parameters. Some numerical
simulations are carried out for the validity of theoretical results.
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I. INTRODUCTION

The dynamics of infectious diseases is an important re-
search branch in mathematical epidemiology. Mathematical
modelling in epidemiology provides understanding of the
underlying mechanisms that influence the spread of infec-
tious diseases and suggests its control strategies. One of the
early triumphs of mathematical epidemiology was the for-
mulation of a simple model by Kermack and McKendrick
(1927) [1]. More developments and progresses have been
particularly made during the past three decades. Massive
mathematical models have been formulated to study the dy-
namical behaviour of various infectious diseases which shows
rich nonlinear phenomena [2-6].

Researchers formulate compartmental models based on
assumptions on the rates of flow between different classes of

members of the population [3,7,8]. To formulate the compart-
mental model two important factors play the crucial role: one
is the growth rate of susceptible class and the other is the rate
of infection [9-19]. The authors usually consider the constant
growth rate [17], exponential growth rate and logistic growth
rate [9-12, 26]. The logistic growth rate is considered in those
models where food supply, space capacity or carrying capaci-
ties of the system are limited. On the other hand, the authors
consider a different type of the incidence rate, i.e. the infec-
tion rate of susceptible individuals through their contacts with
infected individuals. The first one is the bilinear incidence
rate βSI [9, 10], where S and I are, respectively, the number
of susceptible and infected individuals in the population and
β is the transmission rate of infection. The other is the satu-
rated incidence rate of the form βSI

1+αS or βSI
1+αI [12,15,17]. In

the incidence rate βSI
1+αS , α is defined as inhibition coefficient
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and this incidence rate increases as the susceptible population
increases and ultimately it tends to βI/α as S → ∞ if I is
finite. This type of infection is sometimes named as ‘inci-
dence rate with psychological effect’, because the effect of α
stems from epidemic control (taking appropriate preventive
measures and awareness) and the rate of infection decreases
as the inhibitory coefficient α increases.

To study disease dynamics of the SIR epidemic model,
Enatsu et al in [9] and Wang et al in [10] considered the
growth rate of the susceptible class as the logistic type and
the rate of infection as bilinear type mass action. Wang et al
in [11] studied the SIR model with the logistic type growth
rate of susceptible class with the saturated type treatment rate.
Kar and Mandal in [12] considered the SIR epidemic model
with the logistic type growth rate of susceptible populations
with the saturated type βSI

1+αS infection rate.
In this paper, we have considered a SIRS model with the

logistic type growth rate of susceptible population and the
rate of infection is affected by the inhibitory effect. We have
also considered in our model that some recovered individuals
lose immunity, [25], and so they become susceptible. SIRS
models represent a class of airborne diseases, for example sea-
sonal influenza, but in this paper we focus on a generic SIRS
model. This model is the extension of the model considered
in [12]. The main objective of this paper is to discuss the sta-
bility or instability of the both hyperbolic and non-hyperbolic
equilibrium points and exhibition of Transcritical and Hopf
bifurcation. The stability analysis of non-hyperbolic equi-
librium points will be investigated here by using the Centre
Manifold Theory and we will also analyse the role of aware-
ness or inhibitory factors to control the infection of infectious
diseases. The paper is organized as follows. In section 2 we
have formulated the model, while in section 3 we discuss
the existence of equilibria and we have obtained the basic
reproduction number R0. Section 4 is devoted for local and
global stability of equilibrium points, and in section 5 we
have shown that the system experiences a Transcritical and
Hopf bifurcation at the equilibrium points. Finally, a theo-
retical finding is justified using the numerical simulation in
section 6 and boundedness and permanence of the system are
shown in the appendix.

II. THE BASIC MATHEMATICAL MODEL

Here we assume that the susceptible class follows the
logistic growth rate and the incidence rate is of saturated
type that reflects the “psychological effect” or “inhibition
effect” [20]. In the proposed model we also consider the loss
of immunity of recovered class. Let S(t), I(t) and R(t) be
the number of susceptible, infected and recovered individu-
als at time t, respectively. Incorporating all the assumptions
described above, the governing differential equations of the
model can be written as

dS

dt
= rS

(
1− S

k

)
− βSI

1 + αS
− dS + µR,

dI

dt
=

βSI

1 + αS
− (d+ γ) I,

dR

dt
= γI − (d+ µ)R

(1)

with nonnegative initial conditions. Parameters used in system
(1) are nonnegative and listed in Table 1.
Since the exact solution of the nonlinear autonomous sys-
tem (1) is impossible to find, we are analysing the qualitative
behaviour of the solutions in the neighbourhood of the equi-
librium points.

III. EXISTENCE OF EQUILIBRIA AND THE BASIC
REPRODUCTION NUMBER

The system (1) has always trivial equilibrium point
E0 (0, 0, 0). The axial equilibrium E1 (S1, 0, 0) exists only
when r > d. The system has only one endemic equilibrium
point E2 (S2, I2, R2) if the thresholds: ∆1 > 1 and ∆2 > 1,
where

S1 = k

(
1− d

r

)
,

S2 =
1

α (∆1 − 1)
,

I2 =
(d+ µ)

(
d+ rS2

k

)
S2 (∆2 − 1)

d (d+ µ+ γ)
,

R2 =
γI2
d+ µ

,

∆1 =
β

α (d+ γ)
and

∆2 =
kαr (∆1 − 1)

kαd (∆1 − 1) + r
.

So the disease free equilibrium point (DFE) E1 will exist
if the intrinsic growth rate is greater than the natural death
rate. Again, from the expression of ∆1 it is clear that ∆1 will
be large if β is high or α is low. Thus the rate of infection
(β) and inhibitory parameter (α) play an important role for
the existence of S2 and I2. From the expression of I2 it is
clear that with the increase of ∆2(when β increases or α
decreases) I2 will increase, that is, the number of the infected
will increase. Thus, to control the disease we have to increase
inhibitory coefficient α.

Since the considered model has a DFE at which the pop-
ulation remains in the absence of disease, the model has a
threshold parameter known as the basic reproduction number
R0 which plays an important role to control the disease.
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Tab. 1. Model parameters and their descriptions

Parameters Interpretations
r Birth rate (intrinsic growth rate) of the susceptible class
k Carrying capacity of the system
β Transmission rate of infection
α Inhibitory coefficient
d Natural death rate of the population
µ Rate at which the recovered class loses immunity and becomes susceptible
γ Rate at which the infected individuals recovered

Lemma 1. The basic reproduction number for the model (1)
is

R0 =
βS1

(1 + αS1) (d+ γ)
.

Proof. Here is only one infected compartment, that is variable
I and DFE is E1 (S1, 0, 0). The basic reproduction number
R0 is defined as the spectral radius of the next generation
matrix FV −1 with small domain where

F =

(
βS1

1 + αS1

)
1×1

and

V = (d+ γ)1×1

[21]. Thus, R0 for the model is βS1

(1+αS1)(d+γ)
.

IV. STABILITY OF EQUILIBRIA

In this section we investigate the local stability and global
stability of the equilibrium points. Here the variational matrix
corresponding to (1) is

J (S, I,R) =


r − 2rS

k
− d− βI

(1 + αS)
2 − βS

1 + αS
µ

βI

(1 + αS)
2

βS

1 + αS
− (d+ γ) 0

0 γ − (d+ µ)

 .

IV. 1. Local Stability of Equilibria
Now we establish the following theorem to show that E0, E1

and E2 are locally asymptotically stable equilibrium points
under some conditions on parameters.

Theorem 1. The equilibrium point E0 is stable if r ≤ d and
is unstable if r > d.
Proof. The eigenvalues of the variational matrix at the point
E0 (0, 0, 0) are − (d− r) ,− (d+ γ) ,− (d+ µ) . So E0 is
asymptotically stable for r < d and is unstable for r > d.
When r = d the eigenvalues of the variational matrix
are 0,− (d+ γ) ,− (d+ µ). So in this case E0 is a non-
hyperbolic critical point. So we can apply the Centre Mani-
fold Theory to determine its stability. The system (1) can be
written as

dX

dt
= AX + F (S, I,R) , (2)

where

X =

 S
I
R

 ,

A =

 0 0 µ
0 − (d+ γ) 0
0 γ − (d+ µ)

 ,

F (S, I,R) =

 − dkS2 − βSI
βSI

0

 .

(Here we expand (1 + αS)
−1 and we neglect the terms of

order greater or equal to 3).
Clearly the matrix A is diagonalisable. Thus we can find

a matrix

P =

 1 − µ
d+γ 1

0 µ−γ
γ 0

0 1 −d+µµ


so that

P−1AP = D = diag (0,− (d+ γ) ,− (d+ µ)) .
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By using the transformation X = PY , where

Y =

 S′

I ′

R′

 ,

the system (2) can be put in the form (omitting the ‘dash’
sign)

dS

dt
= 0 + g11 (S, I,R) ,

dI

dt
= − (d+ γ) I + g22 (S, I,R) ,

dR

dt
= − (d+ µ)R+ g33 (S, I,R) , where

(3)

g11 =− d

k

(
S − µ

d+ γ
I +R

)2

+β

{
µγ

(d+ µ) (d+ γ)
− 1

}
×
(
S − µ

d+ γ
I +R

)(
µ− γ
γ

)
I

≡A11S
2 +B11I

2 + C11R
2

+D11SI + E11SR+ F11IR,

g22 =
γβ

µ− γ

(
S − µ

d+ γ
I +R

)(
µ− γ
γ

)
I ≡

≡B22I
2 +D22SI + F22IR,

g33 =
µγβ

(µ− γ) (d+ µ)

(
S − µ

d+ γ
I +R

)(
µ− γ
γ

)
I ≡

≡B33I
2 +D33SI + F33IR.

(Where A11 = −d/k and other components will be similarly
determined).

By the Centre Manifold Theory there exists a centre man-
ifold of the system (3) which can be expressed by W c (0) =
{(S, I,R) /I = h1 (S) , R = h2 (S) for S < δ}, where
δ (> 0) is some number, h1 (0) = h2 (0) = 0, Dh1 (0) =
Dh2 (0) = 0.
To compute the centre manifold W c (0), we assume that
I = h1 (S) = h11S

2 + h12S
3 + ... and R = h2 (S) =

h21S
2 + h22S

3 + ....
So from the Local Centre Manifold Theorem [23], we have
the flow on the centre manifold W c (0) defined by the differ-
ential equation dS

dt = A11S
2.

Since A11 = − dk is negative quantity, hence for r = d the
system is locally asymptotically stable. Hence the theorem is
proved.
Note: Other components B11, C11, D11, E11, F11, B22, D22,
F22, B33, D33 and F33 are not derived here as they are not in
use.

Theorem 2. If r > d the disease free equilibrium point
E1 (S1, 0, 0) is locally asymptotically stable for R0 < 1 and
is unstable for R0 > 1.
Proof. The equilibrium point E1 exists only when r > d and
eigenvalues of the Jacobian matrix of the system (1) at E1

are −(r − d),−(d + µ) and (d + γ)(R0 − 1). Thus E1 is
asymptotically stable for R0 < 1 and is unstable for R0 > 1.
Hence the theorem is proved.
Theorem 3. If r > d and R0 = 1 then E1 (S1, 0, 0) is an
unstable equilibrium point.
Proof. For R0 = 1, the eigenvalues of the variational matrix
of (1) at E1 are 0,−(r − d),−(d + µ). Thus E1 is a non-
hyperbolic critical point and the Centre Manifold Theory will
be applied to determine its stability.
We put S′ = S − S1, I

′ = I,R′ = R in (1) and we get
(omitting the ‘dash’ sign)

dX

dt
= AX + F (S, I,R) , (4)

where

X =

 S
I
R

 ,

A =

 (d− r) − (d+ γ) µ
0 0 0
0 γ − (d+ µ)

 ,

F (S, I,R) =

 −
r
kS

2 − β
(1+αS1)

2 IS
β

(1+αS1)
2 IS

0

 .

Thus we can find a matrix

P =

 d (d+ γ + µ) 1 µ
(d+ µ) (d− r) 0 0
γ (d− r) 0 r − 2d− µ


so that

P−1AP = diag (0, d− r,− (d+ µ)) .

By using the transformation X = PY , where

Y =

 S′

I ′

R′

 ,

system (4) can be transformed into the form (omitting the
‘dash’ sign)

dS

dt
= 0 + g11 (S, I,R) ,

dI

dt
= − (r − d) I + g22 (S, I,R) ,

dR

dt
= − (d+ µ)R+ g33 (S, I,R) , where

(5)
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g11 ≡ A11S
2 +B11IS + C11RS,

g22 ≡ A22S
2+B22I

2+C22R
2+D22SI+E22SR+F22IR,

g33 ≡ A33S
2 +B33SI + C33SR, where

A11 =
βd (d+ γ + µ)

(1 + αS1)
2

and other components will be similarly determined.
Now, we continue the process given in Theorem 1 and we

get the flow on the centre manifold W c (0) , which is defined
by the differential equation

dS

dt
=A11S

2 + S

{
B11

(
A22

r − d
S2 + ...

)

+C11

(
A33

d+ µ
S2 + ...

)}
.

Since A11 > 0, hence E1 is unstable. Hence the theorem is
proved.
Theorem 4. If 1 < ∆1 < 1 + 2

kα , ∆2 > 1 and r > d, then
the endemic equilibrium point E2 (S2, I2, R2) will be locally
asymptotically stable.
Proof. E2 exists only when ∆1 > 1 and ∆2 > 1. The
characteristic equation of the variational matrix of (1) at
E2(S2, I2, R2) is

λ3 + C1λ
2 + C2λ+ C3 = 0, (6)

where

C1 = 2d+µ+
βI2

(1 + αS2)2
− r

∆1 − 1

{
∆1 − (1 +

2

kα
)

}
,

C2 =
βI2(2d+ γ + µ)

(1 + αS2)2

+(d+ µ)

[
d− r

∆1 − 1

{
∆1 −

(
1 +

2

kα

)}]
,

C3 =
βI2d(d+ γ + µ)

(1 + αS2)2

and

C1C2 − C3 =
β2I2

2 (2d+ γ + µ)

(1 + αS2)
4

+
βI2

(1 + αS2)
2

[
− r

∆1 − 1

{
∆1 −

(
1 +

2

kα

)}
× (3d+ 2µ+ γ) + (2d+ µ)

2
+ γ (d+ µ)

]
+ (d+ µ)

[(
−r +

2rS2

k

)2

− r

∆1 − 1

×
{

∆1 −
(

1 +
2

kα

)}
(3d+ µ) + d (2d+ µ)

]
.

Using the conditions stated in the theorem it can be easily
shown that the Routh-Hurwitz criterion is satisfied. Hence
the theorem is proved.

The stability conditions in Theorem 4 are only sufficient,
but not necessary. Thus, if the conditions stated in Theorem 4
are satisfied then the disease will persist in the system. It can
be noted that one can easily prove analytically that E0 and
E1 are unstable whenever E2 exists. Because E2 exists if and
only if ∆1 > 1, ∆2 > 1 and these two imply that r > d and
basic reproduction number R0 > 1. This is very significant
from the biological point of view, because the analysis im-
plies that the coexistence of two stable non-zero steady states
is not possible. It means that there is no hysteresis loop. The
existence conditions and stability criteria of three equilibrium
points have been summarized in the following table.

IV. 2. Global Stability of Equilibria
Next, we shall obtain sufficient conditions on model pa-

rameters for the global stability of the disease free equilib-
rium point E1(S1, 0, 0) and the endemic equilibrium point
E2(S2, I2, R2).
Theorem 5. If r > d, ∆1 > 1 and R0 < 1, then disease free
equilibrium point E1(S1, 0, 0) is globally asymptotically sta-
ble in the domain D1 = {(S, I,R) ∈ R3

+ : S < d+γ
β−α(d+γ)}.

Proof. We define a Liapunov function L = I.
Then dL

dt = { βS
1+αS − (d+ γ)}I ≤ 0, if S < d+γ

β−α(d+γ) .
i.e. dLdt ≤ 0 in the domain D1. So for the positive definite
function L, the derivative dL

dt is negative semi definite in D1.

Now we consider the set where dL
dt = 0.

Let Γ = {(S, I,R) ∈ D1 : dL
dt = 0}= {(S, I,R) ∈ D1 :

I = 0}.
Let M be the largest invariant set in Γ. Then in Γ, we have

dS

dt
= rS(1− S

k )− dS + µR,

dR

dt
= −(d+ µ)R.

From the second equation, we have R→ 0 as t→∞. Then
from the first equation, we have

dS

dt
= S

(
r − d− r

k
S
)

when t → ∞. Since r > d, hence S → k(1 − d
r ) = S1 as

t→∞.
Hence M is singleton {(S1, 0, 0)}. Then, it follows from

the LaSalle-Liapunov theory, [22], that E1(S1, 0, 0) is glob-
ally asymptotically stable in D1. Hence the theorem is
proved.

Thus, we are able to establish the conditions for which
the disease free equilibrium point is globally asymptotically
stable. In the next theorem we devote our attention to discuss
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Tab. 2. Feasibility and local stability conditions of equilibrium points

Equilibrium points Existence conditions Stability conditions
E0 (0, 0, 0) Always exists Stable if r ≤ d,unstable if r > d

E1 (S1, 0, 0) Exists if and only if r > d Stable if R0 < 1,unstable if R0 ≥ 1

E2 (S2, I2, R2) Exists if and only if ∆1 > 1, ∆2 > 1 Stable if ∆1 < 1 + 2
kα

the global stability of the endemic equilibrium point in the
region D2.
Theorem 6. If

I2 <
r

kαβ
,

then the system is said to be globally asymptotically stable
around the equilibrium point E2 (S2, I2, R2) in the region
D2 =

{
(S, I,R) ∈ R3

+ : 1 < I2
I < R2

R < S2

S

}
when E2 ex-

ists and also the system has no closed orbit in D2.
Proof. We consider a Liapunov function L defined as follows

L =

∫ S

S2

S − S2

S
dS +

∫ I

I2

I − I2
I

dI +

∫ R

R2

R−R2

R
dR.

Then

dL

dt
= (

S − S2

S
)
dS

dt
+ (

I − I2
I

)
dI

dt
+ (

R−R2

R
)
dR

dt

=(S − S2){r(1− S

k
)− βI

1 + αS
+
µR

S
− r(1− S2

k
)

+
βI2

1 + αS2
− µR2

S2
}+ (I − I2){ βS

1 + αS
− βS2

1 + αS2
}

+(R−R2){γI
R
− γI2
R2
} = − r

k
(S2 − S)2

+
αβ(S2 − S)(IS2 − SI2)

(1 + αS2)(1 + αS)
− γ(R2 −R)(IR2 − I2R)

RR2

−µ(S2 − S)(RS2 −R2S)

SS2
.

Since 1 < I2
I < R2

R < S2

S , hence S2

S −
I2
I < S2

S − 1
i.e.(IS2 − SI2) < I(S2 − S).
So

dL

dt
< − r

k
(S2 − S)2 +

αβ(S2 − S)2I

(1 + αS2)(1 + αS)

−γ(R2 −R)(IR2 − I2R)

RR2
− µ(S2 − S)(RS2 −R2S)

SS2
<

− r
k

(S2 − S)2 + αβ(S2 − S)2I − γ(R2 −R)(IR2 − I2R)

RR2

−µ(S2 − S)(RS2 −R2S)

SS2
< −(S2 − S)2{ r

k
− αβI2}

−γ(R2 −R)(IR2 − I2R)

RR2
− µ(S2 − S)(RS2 −R2S)

SS2
< 0

in the region D2, if I2 < r
kαβ . Hence the theorem is proved.

Thus, there exists a region where the endemic equilibrium
point is globally asymptotically stable. In Theorem 5 and The-
orem 6 we obtain the conditions for which the equilibrium
points are globally asymptotically stable. Biologically, glob-
ally asymptotically stable means whatever the initial number
of S, I,R, the system finally will converge to the equilibrium
point. From these two theorems one can conclude that despite
the initial number of infected population, the system will
converge to the corresponding equilibrium point when the
conditions are satisfied.

Now we shall discuss the particular case in absence of
the inhibitory factor. Then the reduced equilibrium point
E2 (S2, I2, R2) is globally asymptotically stable in some re-
gion.
Theorem 7. For α = 0 the system is said to be glob-
ally asymptotically stable around the equilibrium point
E2 (S2, I2, R2) in the region

D3 =

{
(S, I,R) ∈ R3

+ : 1 <
I2
I
<
R2

R
<
S2

S

}
if E2 exists.
Proof. We choose a Liapunov function L defined as follows

L =

∫ S

S2

S − S2

S
dS +

∫ I

I2

I − I2
I

dI +

∫ R

R2

R−R2

R
dR.

Then

dL

dt
=(
S − S2

S
)
dS

dt
+ (

I − I2
I

)
dI

dt
+ (

R−R2

R
)
dR

dt

=(S − S2){r(1− S

k
)− βI − d+

µR

S
}

+(I − I2){βS − (d+ γ)}

+(R−R2){γI
R
− (d+ µ)}

=− r

k
(S2 − S)2 − γ(R2 −R)(IR2 − I2R)

RR2

−µ(S2 − S)(RS2 −R2S)

SS2
< 0

in the region D3. Hence the theorem is proved.
When the recovered class does not losse immunity and so

does not become susceptible, then the reduced equilibrium
point E2 (S2, I2, R2) will be globally asymptotically stable.
Lemma 2. If kα < 1, the system does not have a closed orbit
in the first quadrant of (S, I) plane in the case µ = 0.
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Proof. If µ = 0, then the system (1) is reduced to

dS

dt
= rS

(
1− S

k

)
− βSI

1 + αS
− dS ≡ F (S, I) ,

dI

dt
=

βSI

1 + αS
− (d+ γ) I ≡ G (S, I) .

Now, taking the Dulac function B (S, I) = 1+αS
SI , we

obtain

∂

∂S
(BF ) +

∂

∂I
(BG) =

=
r
{(

1− S
k

)
α− (1 + αS) 1

k

}
− dα

I
< 0 if kα < 1.

This proves the lemma.
Theorem 8. If 1 < ∆1 < 1 + 2

kα ,∆2 > 1 and kα < 1,
then the endemic equilibrium point E2 (S2, I2, R2) will be
globally asymptotically stable in the case µ = 0.
Proof. In Theorem 4, it has been proved that E2 is locally
asymptotically stable if 1 < ∆1 < 1+ 2

kα and ∆2 > 1. Thus,
it follows from Lemma 2 that E2 is globally asymptotically
stable.

V. BIFURCATION ANALYSIS OF THE MODEL

A bifurcation is a qualitative change in the behaviour
of solutions as one or more parameters are varied. A bifur-
cation is called local bifurcation if the qualitative change
occurs in the neighbourhood of an equilibrium point or peri-
odic solution. Here we present two local bifurcations: one is
Transcritical bifurcation and the other is Hopf bifurcation.
Theorem 9. If βk (r − d) > r (d+ γ), then the system (1)
experiences Transcritical bifurcation at the disease free equi-
librium pointE1(S1, 0, 0) with respect to the inhibitory factor
α.
Proof. Let

f (S, I,R;α) =

 rS
(
1− S

k

)
− βSI

1+αS − dS + µR
βSI
1+αS − (d+ γ) I

γI − (d+ µ)R

 ,

α0 =
β

d+ γ
− r

k (r − d)

and

A = Df (E1, α0) =

 (d− r) − βS1

1+αS1
µ

0 0 0
0 γ − (d+ µ)

 .

Clearly, f (E1, α0) = 0 and A has a simple eigenvalue
λ = 0. So we shall use Sotomayor theorem [23] to check the
nature of solutions for α = α0.

Now, the eigenvectors of A and AT corresponding to the
eigenvalue λ = 0 are, respectively,

V =

 βS1 (d+ µ)− µγ (1 + αS1)
(d+ µ) (1 + αS1) (d− r)
γ (1 + αS1) (d− r)


and

W =

 0
1
0

 .

Let fα denote the vector of partial derivatives of the compo-
nents of f with respect to α.
Thus

fα =


βS2I

(1+αS)2

− βS2I
(1+αS)2

0


and so

fα (E1, α0) =

 0
0
0

 .

Therefore, WT fα (E1, α0) = (0).
Again,

WT [Dfα (E1, α0)V ] =

= (0, 1, 0)

 − (d+γ)(d+µ)(r−d)2k
r

(d+γ)(d+µ)(r−d)2k
r
0

 =

=

(
(d+ γ) (d+ µ) (r − d)

2
k

r

)
6= (0) .

Finally,

WT
[
D2f (E1, α0) (V, V )

]
=

=

(
2β (d+ µ) (d− r) {βS1 (d+ µ)− µγ (1 + α0S1)}

(1 + α0S1)

)
6= (0) .

Therefore, all the conditions for Transcritical bifurcation in
Sotomayor theorem are satisfied. Hence, the system (1) ex-
periences a Transcritical bifurcation at the equilibrium point
E1(S1, 0, 0) as the parameter α varies through the bifurcation
value α = α0. Hence the theorem is proved.
Now we consider the other possible scenario, where several
limit cycles bifurcate from an equilibrium point. We shall
vary r in the system to obtain a Hopf bifurcation around the
endemic equilibrium point E2. In Theorem 4, we see that the
characteristic equation of the Jacobian matrix of the system
(1) at the equilibrium pointE2 is λ3 +C1λ

2 +C2λ+C3 = 0.
Since the expressions of C1, C2, C3 and C1C2 − C3 depend
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on intrinsic growth rate r, hence the sign of C1, C2, C3 and
C1C2 − C3 can be controlled by changing the values of r.
For Hopf bifurcation around E2 at r = rc, we must have
C1 (rc)C2 (rc) − C3 (rc) = 0 and C1, C2, C3 are all posi-
tive. For r ∈ (rc − ε, rc + ε), the roots are, in general, of the
form

y1 (r) = α0 (r) + iβ0 (r) ,

y2 (r) = α0 (r)− iβ0 (r) ,

y3 (r) = −C1 (r) .

To apply the Hopf bifurcation theorem, we need to verify the
transversality condition

Re

[
dyi
dr

]
r=rc

6= 0, i = 1, 2

which is equivalent to [(C1C
′
2 + C ′1C2 − C ′3)]r=rc 6= 0.

We choose the critical value of r, say rc, in such a manner
that C1C2 − C3 = 0 and [(C1C

′
2 + C ′1C2 − C ′3)] 6= 0 at

r = rc which will hold if ∆1 > 1 + 2
kα and ∆2 > 1. Thus

we summarize the details in the following:
Theorem 10. If ∆1 > 1 + 2

kα and ∆2 > 1, then the system
may exhibit a Hopf bifurcation leading to a family of periodic
solutions that bifurcates from E2 for suitable values of intrin-
sic growth rate r of the susceptible class in a neighbourhood
of rc.
Next, we check the stability of the bifurcating periodic orbits.
We know that the periodic solutions are stable for supercritical
bifurcation, and they are unstable for subcritical bifurcation.
We need to compute the index number Γ in the Hopf bifurca-
tion theorem by using the Centre Manifold Theorem.
We first translate the equilibrium point E2 (S2, I2, R2) to the
origin. So we put S′ = S−S2, I

′ = I−I2 andR′ = R−R2

in (1) and we get (omitting the ‘dash’ sign)

dX

dt
= BX + F (X) . (7)

Here X =

 S
I
R

, B =

 a11 a12 a13
a21 a22 0
0 a31 a32

,

F (X) =

 a14S
2 + a15SI

a23S
2 + a24SI + a25I

2

0

 ,

where

a11 = r(1− 2S2

k
)− d− βI2

(1 + αS2)
2 ,

a12 = − βS2

1 + αS2
,

a13 = µ,

a14 = − r
k

+
αβI2

(1 + αS2)
3 ,

a15 = − 2β

(1 + αS2)
2 ,

a21 =
βI2

(1 + αS2)
2 ,

a22 =
βS2

1 + αS2
,

a23 = − αβI2

(1 + αS2)
3 ,

a24 =
β

(1 + αS2)
2 ,

a25 = − (d+ γ)

2
,

a31 = γ,

a32 = − (d+ µ) .

We know that the eigenvalues of the matrix B are λ =
±
√
C2i, −C1 at r = rc. So an eigenvector of B correspond-

ing to the eigenvalue

λ =
√
C2i

is  α1

α2

α3

+ i

 β1
β2
β3



and corresponding to the eigenvalue λ = −C1 is

 γ1
γ2
γ3

,

where

α1 = −a22
a21

, α2 = 1, α3 = −a31 · a32
c2 + a232

,

β1 =

√
c2

a21
, β2 = 0, β3 = −

a31 ·
√
c2

c2 + a232
,

γ1 = −c1 + a22
a21

, γ2 = 1, γ3 = − a31
c1 + a32

.

Now, by the transformation X = PY, the system (7) can
be written as

dY

dt
=
(
P−1BP

)
Y + P−1F (PY ) , (8)
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Fig. 1. (a) Time series solutions and (b) phase portrait for the parametric values reported in Table 3 with r = 3.07, (c) time series solutions
and (d) limit cycle for the parametric values reported in Table 3 with r = 3.136

where

X =

 S
I
R

 ,

Y =

 y1
y2
y3

 ,

P =

 β1 α1 γ1
β2 α2 γ2
β3 α3 γ3


and so

P−1 =

 p11 p12 p13
p21 p22 p23
p31 p32 p33


(where pij can be evaluated from the relation PP−1 =
P−1P = I3).

We rewrite the system (8) as ẏ1
ẏ2
ẏ3

 =

 0 −
√
C2 0√

C2 0 0
0 0 −C1


×

 y1
y2
y3

+

 f1
f2
f3

 .

(9)

Here,

f1 (y1, y2, y3) = p11(a14S
2 + a15SI)

+p12(a23S
2 + a24SI + a25I

2),

f2 (y1, y2, y3) = p21(a14S
2

+a15SI) + p22(a23S
2 + a24SI + a25I

2),

f3 (y1, y2, y3) = p31(a14S
2

+a15SI) + p32(a23S
2 + a24SI + a25I

2);

where

S = β1y1 + α1y2 + γ1y3,

I = β2y1 + α2y2 + γ2y3,
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Fig. 2. Stability region for the equilibrium point E1 (S1, 0, 0) in α− r plane and value of other parameters β, d, k, γ reported in Table 4.
The red line in the boundary denotes the boundary curve

R = β3y1 + α3y2 + γ3y3.

By the Centre Manifold Theory there exists a centre man-
ifold of (9), which can be expressed by

W c (0) = {(y1, y2, y3) /y3 = h (y1, y2)

for

|y1| < δ, |y2| < δ} ,

where δ (> 0) is some number. Thus

y3 = h (y1, y2) = k1y1
2 + k2y1y2 + k3y2

2 + · · ·,

where the constants ki (i = 1, 2, 3, ...) can be easily deter-

mined from the identity relation

(2k1y1 + k2y2 + · · · )
{
−
√
c2y2

+f1

(
y1, y2, k1y

2
1 + k2y1y2 + k3y

2
2

+ · · ·
)}

+ (k2y1 + 2k3y2 + · · · )
{√

c2y1

+f2
(
y1, y2, k1y

2
1 + k2y1y2 + k3y

2
2 + · · ·

)}
+c1

(
k1y

2
1 + k2y1y2 + k3y

2
2 + · · ·

)
−f3

(
y1, y2, k1y

2
1 + k2y1y2 + k3y

2
2 + · · ·

)
= 0.

Thus, the flow on the centre manifold has the form(
ẏ1
ẏ2

)
=

(
0 −

√
C2√

C2 0

)(
y1
y2

)
+

(
g1(y1, y2)
g2(y1, y2)

)
,

Fig. 3. Stability region for the equilibrium point E1 (S1, 0, 0) in α− β plane and value of other parameters r, d, k, γ, µ reported in Table 4.
The pink line in the boundary denotes the boundary curve
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Fig. 4. Instability zone for the equilibrium point E1 (S1, 0, 0) in α− k plane and value of other parameters r, β, d, γ reported in Table 4.
The red line in the boundary denotes the boundary curve

where

g1(y1, y2) = f1(y1, y2, h(y1, y2)),

g2(y1, y2) = f2(y1, y2, h(y1, y2)).

Therefore, we can easily compute the index Γ, where

Γ =
1

16

{
g1y1y1y1 + g1y1y2y2 + g2y1y1y2 + g2y2y2y2

}
+

1

16
√
C2

{
g1y1y2(g1y1y1 + g1y2y2)

−g2y1y2(g2y1y1 + g2y2y2)− g1y1y1g
2
y1y1 + g1y2y2g

2
y2y2

}
.

By using the Hopf bifurcation theorem, we obtain the follow-
ing result about the periodic solutions bifurcated at E2.
Theorem 11. If Γ < 0, the periodic solution in the neigh-
bourhood of the endemic equilibrium point E2 (S2, I2, R2)
is stable, while Γ > 0 the periodic solution is unstable.
When Γ < 0, the system is said to be supercritical and the
case Γ > 0 is refereed as the subcritical, where Γ is defined
in the text.

VI. NUMERICAL SIMULATIONS

In this section, we present some numerical simulation re-
sults to exemplify the analytical studies. The values of the
parameters are chosen arbitrarily.

Tab. 3. Values of the parameters

k β d γ µ α

25 2.9 2.3 0.001 0.01 0.21

Figure 1(a)-(d) show the existence of Hopf bifurcation
about the endemic equilibrium point E2 with respect to the
intrinsic growth rate r for the given set of parametric values.
Figure 1(a)-(b) represent the stable solution for r < rc and
in Figure 1(c)-(d), we see that periodic solutions arise for
r = rc(≈ 3.136).Hence the system loses stability when r
passes through r = rc which suggests that Hopf bifurcation
takes place at r = rc.

Tab. 4. Values of the parameters

k β d γ µ r

55 2.9 2.3 0.001 0.01 4

If r > d, then E1 (S1, 0, 0) is stable for R0 < 1 and is
unstable forR0 ≥ 1. SoR0 = 1 is the boundary curve for the
Transcritical bifurcation at the point E1 (S1, 0, 0). Figure 2
and 3 represent the stability regions for E1 in two parametric
domain (α, r) and (α, β) , respectively. The unstable region
for E1 (S1, 0, 0) is marked in two parametric domain (α, k)
by Figure 4. We also have indicated the boundary curve in all
three figures. The boundary lines in the Figures (2-4) repre-
sent the Transcritical bifurcation curves. When we analyse
Figure 2, we can see that if we fix α in the range (0, 1.2) then
the solution in the neighbourhood of disease free equilibrium
point E1 (S1, 0, 0) is unstable for a low value of the intrinsic
growth rate (r < 2.4 approx) but for r > 2.4 it is stable and if
α > 1.2 the solution is unstable for all r. Again, from Figure
3 we have seen that for the stability of the DFE, the value of
inhibitory coefficient has to be high for high rate of infection,
and Figure 4 shows that for very low carrying capacity of the
system (k < 1.9 approx), the DFE is stable for α = 0 but for
k > 1.9, the inhibitory coefficient has to be increased for the
stability of DFE.
Again, E2 (S2, I2, R2) is asymptotically stable if C1 > 0,
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C3 > 0 and C1C2 − C3 > 0. For different values of
the parameters, the two parametric stability regions are
shown in Figure 5(a)-(c) for the endemic equilibrium point
E2 (S2, I2, R2) in two parametric domain (k, r) , (α, r) and
(β, r) , respectively. Figure 5(a) shows that the endemic equi-
librium point E2 is stable if 2.39 < r < 3.136 for the para-
metric values given in Table 3. For these parametric values,E2

does not exist if r < 2.39 and is unstable if r > 3.136. Again,
if we fix the parameters k, β, d, γ and µ as listed in Table 3
then Figure 5(b) shows that for every values of r, E2 cannot
be stable if α > 1.26. In fact,E2 is not feasible for α > 1.26.
Moreover, for α < 1.26 the region below the blue coloured
region represents the infeasible region for E2 and the region
above the blue coloured region represents the unstable region
for the endemic equilibrium point E2. Finally, Figure 5(c)
indicates E2 cannot be stable if β < 0.5 for the other para-
metric values given in Table 3. In fact, E2 is infeasible for
β < 0.5. For β > 0.5 the regions below and above the stable

region represent the infeasible and unstable region for E2,
respectively.
Now, we will present the one-parameter bifurcation diagrams
to represent the behaviour of the solutions for different values
of the bifurcation parameters r, α, β, k.

To illustrate the effect of intrinsic growth rate r, we have
plotted all the populations S, I andR(cf. Figure 6) as the vari-
ation of the values of r. From the figure we observe that trivial
equilibrium point E0 is stable for r ∈ (0, 2.3] and DFE E1 is
stable for r ∈ (2.3, 2.39). Then all three populations exist at
the positive state simultaneously and the populations I and
R increase with increasing values of r and finally periodic
solutions arise in the system for high values of r (r ≥ 3.136)
(note that for the given parametric values the eigenvalues as-
sociated with the Jacobian matrix at E2(0.95, 0.3, 0.00013)
are −2.31, 0± 1.1722i when r = 3.136, which indicates ex-
istence of a periodic solution). From Figures 1 and 6 we can
conclude that the system undergoes the supercritical Hopf

Fig. 5. Stability regions for the endemic equilibrium point E2 (S2, I2, R2) in (a)(k, r) parametric domain and other parametric values are
reported in Table 3, (b) (α, r) parametric domain and other parametric values are reported in Table 3, (c)(β, r) parametric domain and other

parametric values are reported in Table 3

Fig. 6. (a) Bifurcation diagram w.r.t. r and other parametric values reported in Table 3, (b) local amplification of the Figure (a) in the interval
[2.2, 3.2]
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Fig. 7. (a) Bifurcation diagram w.r.t. α and other parametric values reported in Table 3 with r = 4, (b) local amplification of the Figure (a)
in the interval [0,0.14]

Fig. 8. Bifurcation diagram w.r.t.β and other parametric values reported in Table 3 with r = 4

bifurcation.
To illustrate the effect of inhibitory factor α, we plot the

bifurcation diagram (cf. Figure 7) by taking α as a bifurcation
parameter. This bifurcation diagram shows that the endemic
equilibrium point E2 is locally stable for lower values of
α. The system changes from the stable steady state to peri-
odic oscillation at α = 0.1125(= α1)(note that for the given
parametric values the eigenvalues associated with the Jaco-
bian matrix at E2(0.87, 0.59, 0.00025) are −2.31,±1.8084i
when α = α1) and the solution changes from the periodic
solution to the stable steady state at α = 1.053(= α2)(note
that for the given parametric values the eigenvalues associ-
ated with the Jacobian matrix at E2(4.82, 1.95, 0.00084) are
−2.31,±0.5927i when α = α2) and beyond the value of α2,
no oscillation is observed. This means for α ∈ (α1, α2)E2

is unstable, and all the populations S, I,R co-exist in the
oscillatory mode. Therefore, the system exhibits switching
behaviour twice and the system undergoes two Hopf bifur-
cations as a function of the control parameter α. Figure 7
illustrates supercritical and subcritical Hopf bifurcations take
place at α = α1 and α = α2, respectively. The bifurcation

diagram also shows that the infected population goes extinct
with increasing values of the inhibitory factor. So, the in-
hibitory coefficient plays a crucial role in the changing of
dynamics of the infectious disease.

Next, we have plotted all populations (cf. Figure 8) as the
variation of bifurcation parameter β. It is clear from Figure 8
that there is a range (0, 0.69977) of β for which the DFE is
stable, after that the susceptible population starts to decrease
and other two populations increase and finally at β = 1.27
the system experiences the supercritical Hopf bifurcation
(note that for the given parametric values the eigenvalues as-
sociated with the Jacobian matrix at E2(2.92, 1.57, 0.00068)
are −2.31, 0 ± 1.325i when β = 1.27). Thus, for the low
transmission rate of infection the disease is absent but for
high transmission rate of infection the disease will persist in
the system very strongly and, as it is periodic, the disease is
difficult to control.

The role of carrying capacity of the system should not be
neglected. The one-parametric bifurcation diagram (cf. Figure
9) demonstrates how the system behaves with the variation
of the numerical values of k. It suggests that if we increase
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Fig. 9. Bifurcation diagram w.r.t. k and other parametric values reported in Table 3 with r = 4

the value of k, the dynamics of the system moves from sta-
bility to oscillation through a point of the supercritical Hopf
bifurcation at k = 15.7 (note that for the given parametric
values the eigenvalues associated with the Jacobian matrix at
E2(0.95, 0.6, 0.00026) are −2.31,±1.67i when k = 15.7).
Periodicity of the solutions for high carrying capacity of the
system indicates the disease will come back again in the
system.

VII. CONCLUSIONS

This paper deals with a SIRS model where the logistic
growth rate of susceptibles and the inhibitory factor in the

incidence rate are considered. The local stability analysis
of both hyperbolic and non-hyperbolic equilibrium points is
analysed. We have seen that the dynamical system is glob-
ally asymptotically stable around the disease free equilib-
rium point E1 (S1, 0, 0) and the endemic equilibrium point
E2 (S2, I2, R2) in some domains, which means the solutions
converge to the corresponding equilibrium point for all initial
values of S, I and R within the specific domain. It is also
observed from the obtained result that there exists a threshold
value of inhibitory factor α = α0, such that the disease free
equilibrium point E1 is stable for α > α0 and is unstable
for α ≤ α0. This implies that the awareness factor plays an
important role to control the disease. It was also found that

Tab. 5. Nature of equilibrium points in various ranges of bifurcation parameters, keeping other parameters fixed as in Table 3 with r = 4

Bifurcation parameter Parameter range E0 E1 E2

r 0 < r ≤ 2.3 Feasible, stable Infeasible Infeasible
2.3 < r < 2.39 Feasible, unstable Feasible, stable Infeasible

2.39 ≤ r < 3.136 Feasible, unstable Feasible, unstable Feasible, stable
r ≥ 3.136 Feasible, unstable Feasible, unstable Feasible, unstable

α 0 < α ≤ 0.1125 Feasible, unstable Feasible, unstable Feasible, stable
0.1125 < α ≤ 1.053 Feasible, unstable Feasible, unstable Feasible, unstable
1.053 < α ≤ 1.166 Feasible, unstable Feasible, unstable Feasible, stable

α > 1.166 Feasible, unstable Feasible, stable Infeasible
β 0 < β < 0.69977 Feasible, unstable Feasible, stable Infeasible

0.69977 ≤ β < 1.27 Feasible, unstable Feasible, unstable Feasible, stable
β ≥ 1.27 Feasible, unstable Feasible, unstable Feasible, unstable

k 0 < k < 2.2402 Feasible, unstable Feasible, stable Infeasible
2.2402 ≤ k < 15.7 Feasible, unstable Feasible, unstable Feasible, stable

k ≥ 15.7 Feasible, unstable Feasible, unstable Feasible, unstable
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the system undergoes a Hopf bifurcation leading to a fam-
ily of periodic solutions that bifurcates from E2 for suitable
values of the intrinsic growth rate of susceptible class. We
have proved that there is no closed orbit in D2 for the system
(1) and the reduced system for µ = 0 does not have any
closed orbit if kα < 1. It is also proved analytically that the
trivial and disease free equilibrium points are unstable when
endemic equilibrium point exists.

Finally, in section 6 we have drawn the stability or insta-
bility regions for the disease free and endemic equilibrium
points. The bifurcation diagram is a very useful tool to de-
scribe the stability analysis and long-term behaviour of the
system in a single figure. Therefore, we have plotted the bifur-
cation diagrams with respect to the parameters r, α, β and k.
A detailed presentation of the relationship between the bifur-
cation parameters r, α, β, k and the nature of the equilibrium
points is done in section 6 and we have summarized this in
Table 5. The entire study of the paper is mainly based on the
deterministic framework and our proposed model is valid for
a large population only. The work is a theoretical modelling
and it can be further justified using experimental results.
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Appendix: Boundedness and Permanence of the System

The concept of boundedness and permanence was introduced
in population biology and has been studied extensively. This
concept is very important in mathematical epidemiology as
well. Boundedness of a system implies that the system is
biologically well behaved and permanence implies that the
disease will be maintained globally, irrespective of the initial
composition.
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Theorem A. The region

D =

{
(S, I,R) ∈ R3

+ : S + I +R ≤ rk

d

}

is a positively invariant set for the system (1).
Proof. Let N = S + I +R.
Then

dN

dt
= rS

(
1− S

k

)
− dN =

− r
k

(k − S)
2 − dN + rk − rS ≤ rk − dN.

It follows that lim sup N (t) ≤ rk
d as t→∞.

Hence the theorem is proved.
Theorem B. If r > d + γ, the system (1) is persistent and
permanent.
Proof .We make use of the function ρ (S, I,R) = Sr1Ir2Rr3 ,
where ri,s are positive constants to be determined in the pro-
cess of verifying that ρ is a persistence function for the system
(1).

Here

ρ̇ =ρ
[
r1

{
r

(
1− S

k

)
− βI

1 + αS
− d+

µR

S

}
+r2

{
βS

1 + αS
− (d+ γ)

}
+ r3

{
γI

R
− (d+ µ)

}]
≥ρ
[
{r1r − d− r2 (d+ γ)− r3 (d+ µ)}

+
r2βS

1 + αS
− r1βI

1 + αS
− r1rS

k

]
.

We take r1, r2, r3 such a manner that

rr1 > d+ r2 (d+ γ) + r3 (d+ µ)

and

r1 = r2.

Then we have

ρ̇ ≥ ρ
[
{(r − d− γ) r1 − (d+ µ) r3 − d} −

r1rS

k

]
,

which is nonnegative for sufficiently small S.
Thus ρ is a persistence function [24] for (1).
Therefore, from Theorem A we conclude that the system (1)
is also permanent.
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