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Abstract: In this paper we analyse the influence of different interaction patterns on the behaviour of alignment processes

in multi-agent Naming Game. We begin by introducing a meta-model of the Language Game that serves as a generalisa-

tion of the classical approach and facilitates better organisation and structuring of future research in the field. Further, we

investigate the process against three interaction patterns (pair-wise, multi-speaker, and multi-hearer). The pair-wise interac-

tion pattern involves a single speaker and a single hearer, participating in a single linguistic interaction; the multi-speaker

and the multi-hearer interaction patterns assume multiple speaking and multiple hearing agents, respectively, involved in

a single act of communication. All new types of interactions shape the performance of alignment processes that create the

naming-convention. We show that the iteration-wise multi-participant patterns result in a visible improvement (increasing

the number of speakers and the number of hearers results in a decrease of the number of interactions needed to reach

a particular level of coherence), as compared to the classical pair-wise pattern. We show that an increase of the number of

speakers and the number of hearers in multi-participant settings results in a decrease of the number of interactions, needed

to reach a particular level of coherence.
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I. INTRODUCTION

Effective communication is a necessity in multi-agent

systems. In particular, efficient ways of exchanging infor-

mation are substantial and very important for embedded sys-

tems, such as autonomous agents. Moreover, these systems

need to be flexible enough to handle the information ex-

change in unstable and evolving environments. Proper com-

munication requires that all interacting agents use a well de-

fined and shared set of individual names for objects about

which the agents can and intend to “speak”. As populations

of embodied agents are usually located in at least partially

undefined environments, it becomes impractical to assume

that a complete and proper lexicon can be developed at the

design time. Such approach would require an unrealistic as-

sumption that all objects, both existing and possible to ap-

pear, should be foreseen by the designer in advance. There-

fore it seems rational to develop a system comprised of au-

tonomous agents capable of introducing new and aligning

the already existing word-object pairings (associations be-

tween words and objects).

We model the ability to align new names as an inter-

nal learning mechanism, where the learning process occurs

through a series of consecutive interactions between com-

municating agents. These interactions are designed in a way

that leads the alignment processes to the formulation of a fi-

nal coherent naming convention known to the entire popu-

lation. We postulate that such a convention must be built up

by agents from scratch. In particular, whenever agents en-

counter a new and unknown object, they should be able to

associate it with a linguistic label. Thus, due to the inher-

ent autonomy of agents, resulting individual naming conven-

tions can differ in the population. Ultimately, the entire pop-

ulation must agree on a certain set of utilised word-object

pairings. As such, through the learning process the word-

object associations should become more and more aligned,

reaching a final status of a shared “global” naming.

We further assume that for an agent to acquire the proper

interpretation of utilised language symbols, it needs to en-

gage in multiple interactions with other agents. As in the em-

bodied systems there are often no direct ways to transfer and
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investigate other agent’s internal structures, the agent needs

to learn word-object pairings only through interaction with

the rest of population to which it belongs. We can note that

an individual is faced with a tedious task. Each agent needs

to develop a proper and coherent naming convention within

the communicating group, solely by means of its private

and local experiences. In consequence, the entire population

needs to align the utilised language and formulate a consis-

tent naming setup.

The general problem of language alignment in artifi-

cial systems is fundamental to the field of multi-agent sys-

tems. It is especially important during the design and util-

isation stages of their embodied instantiations. For exam-

ple, incorporating a flexible semantic communication sys-

tem into a network of smart sensors may lower the system’s

energy utilisation and extend the system’s operation time

(see [4, 8]). However, it should be stressed that the most

significant and appealing seems to be the case of language

alignment in robotic systems (see [16, 18]).

Developing a mechanism that would lead to a coher-

ent formulation of names among interacting individuals is

not a trivial task. Several approaches have been proposed

and investigated in the literature to realize and/or study this

task (see [3, 17, 20, 23]), ranging from associative types of

memory (see [20]), through genetic algorithm models (see

[23]), to neural network adaptations (see [17]). Among the

aforementioned approaches the Language Game Model (the

LGM for short) (see [19, 21]) seems to be the most popular

and widely applied to practical utilisations of actual agents

(including the embodied robots).

The LGM is a widely acknowledged model of language

dynamics and seems to be a well grounded and the most

promising framework in this field. It uses a simple rou-

tine type of interaction, associative name representation and

cross-situational learning mechanism. It has been shown that

in certain environmental settings the LGM leads to a coher-

ent formulation of naming conventions within populations of

interacting agents. In particular, the LGM has been focused

on the development of intuitive and reasonable scheme of

communication that allows a population of interacting agents

to develop a shared lexicon (to reach a stable and coherent

lexical convention). In this approach a population of agents

engages in a series of pair-wise and conventionalised lin-

guistic interactions. Moreover, an important aspect of this

approach is its thrive to mimic a realistic interplay between

individuals, where individual agents lack the direct ability to

share internal representations (no-telepathy case), have only

a restricted perspective of the system (no-omnipotence), and

utilise solely the connection to their external surroundings

(embeddedness).

For the sake of completeness, we note the research that

falls outside of the original formulation of the LGM, namely:

Baronchelli et al. (see [1]) and Lu et al. (see [15]), where

different population structures (network topologies) were in-

vestigated in a minimal naming game (single object envi-

ronment); Lipowska et al. (see [13, 14]), where population

turnovers and different population structures were investi-

gated (an evolutionary approach to the vertical transmission

of language); Loovern et al. (see [10]), where multiple word

utterances were investigated; and the line of research related

to different game types, for instance Action Game, Perspec-

tive Game, etc (with different types of objects).

The approach to be presented in the following sections

is in line with the aforementioned LGM-based research and

continues on our previous work, where we managed to de-

fine different attention-orienting strategies and studied their

influence on the formation of coherent naming conventions

(see [11]). In those works, we additionally explored the in-

fluence of different states of perception on the dynamic pro-

cess of naming convention alignment (see [12]), whereas

in this paper we investigate the process of name alignment

and study the dynamic character of formation of coherent

naming conventions in settings that fall outside of the origi-

nal formulation of the LGM. Following the LGM-based ap-

proach, we extend this research by focusing on the influence

of different interaction patterns on the performance of align-

ment processes in the multi-agent Naming Game (see [19]).

Using a simulated multi-agent system we aim to provide

deeper insights into the effects of novel interaction patterns

in the well known case of the least restrictive type of Naming

Game, which is the naming game without feedback. Seve-

ral questions should be addressed by our study, for instance:

how our extensions affect the dynamics of the alignment pro-

cesses and how the additional information about the environ-

ment is utilised by agents during the lexicon creation? Ad-

ditionally, we investigate the performance of extended inter-

action patterns, namely: two originally proposed interaction

patterns are evaluated against the classical simple pair-wise

stance.

Our paper is organised into five major sections.

In the second section, we define the LG meta-model.

In particular, we discuss the basic concepts and data struc-

tures used to conceptualize the most important elements of

language games and propose their symbolic representation

to support theoretical discussions as well as necessary tech-

nical implementation of simulation environments.

In the third section, we briefly discuss the model of lan-

guage game, utilized by other authors (see Sec. II). In par-

ticular, we explain in what way this model is covered by our

extended meta-model of language game. We pinpoint some

limitations of previous research into the LG-based align-

ment, provide the reader with details of our own experimen-

tal settings, and explain in what sense they extend the basic

pair-wise interaction pattern studied by other authors (see

Sec. III).

In the fourth section, we define the simulation conditions

utilised in our research, along with the baseline parameter

values, and introduce necessary measures to describe a par-
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ticular state of the entire population of agents during the

alignment.

In the fifth section, we present the simulation results (see

Sec. V) divided into three groups: pair-wise (as the base-

line for the analysis of extended interaction patterns), and

two multiple participant patterns, one with multiple hearers

(multi-hearer) and the other with multiple speakers (multi-

speaker), followed by a short summary (see Sec. VI).

II. LANGUAGE GAME META MODEL

II. 1. Structure and Pragmatics of LG-based Alignment

in Multi-agent Systems

In the LGM the game played between the agents

is governed through a series of consecutive individual

episodes. Each episode involves two randomly selected

agents: one acting as a speaker, and the other as a hearer.

Both are situated in the same state of an external environ-

ment (common context). In such setting the speaker tries

to draw attention of the hearer to a particular element in

a shared scene (intended topic), using a linguistic clue (utter-

ance). Further, the hearer tries to correctly interpret the lin-

guistic utterance as a particular element of the current state

of the external environment. It should be underlined that

the agents do not receive any form of direct feedback con-

cerning the outcomes of the game. The interpreted meaning

and the heard word pair (word-object pairing) is regarded as

the most probable one. Moreover, there is no per se idea of

success of the communication. The speaker provides solely

a clue to the hearer and has no knowledge of the outcome of

such interaction. Whereas the hearer has only very limited

information (i.e. a glimpse on the speaking agent’s stance

that refers to a single word and a single object that is addi-

tionally noisy, depending on the context size). As such, after

a single interaction the hearer is still unable to assess the

quality of a particular word-meaning mapping.

In essence, the symbols utilized by the agents can be cor-

related with a particular internal reflection of an empirically

perceived and external state of the environment (population’s

source of the grounded meaning) (see [7]). Through numer-

ous interactions the learning agent is capable of identifying

the correct word-object pairing as sources of meaning for

each encountered symbol of the language. The essence of

the idea incorporated in the LGM is hidden in applying the

hearer’s internal linguistic processes over multiple learning

episodes. Consequently, after receiving enough samples the

agent is able to build adequate correlations between utilised

linguistic symbols and observed states of the external envi-

ronment.

The starting point for our research is defined by a nam-

ing game without feedback1, where it is assumed that neither

the hearer nor the speaker is able to provide a non-verbal

clues one to each other. Consequently, it should be stressed

that in such a game neither of the agents has a direct infor-

mation and means to determine whether the interaction was

successful or not. The success of communication can only

be elaborated on the system’s level of analysis.

The incorporated (agent-based) model of the system is

a complex one. It consists of several sub-models that define

particular aspects governed within the process of resolution

of language meaning (similar to [11, 12]). In order to de-

fine a particular case of the LG-based language alignment

we need to consider a particular set of detailed conceptual

components, corresponding to the following, detailed sub-

models: environment, population, agent, reflection of cur-

rent environment, constraints to perceptions, and interaction

rules.

The meta-model to be presented in this section captures

a generalised view on the language game approach to the

alignment of naming conventions between agents in a given

population. In particular, the main goal of this meta model

is to define a general structure and main components of the

task, as well as provide the approach with a formal defini-

tion of a multi-agent system capable of engaging in language

games.

Fig. 1. Language Game

II. 2. Environment & Population

In our approach we follow the cognitive stance that

the environment-individual interplay constitutes the ultimate

source of meaning and results in particular “mental” concep-

tualisations in individual agents. The environment is treated

as a common ground of interaction, shared between the

agents and built from invariants, where each invariant is rep-

resented by a unique identifier (’idi’). At particular moments

each invariant may be exposed to all or some of autonomous

subjects as an objectively existing and distinguishable part

of the world. All invariants possible to be created in LGM

system constitute the environment as the whole.

Definition 1 (Environment)

The environment E is given as the space of all distinguish-

able invariants of the objective world. It is formally repre-

sented by the following set:2

1Such an approach assumes that there is no direct channel of communication between the agents that allows agents to exchange the

feedback information.
2We further assume that function ‖.‖ : X → ℵ for a given set X denotes the cardinality of the set X .
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E = {id1, id2, ..., id‖E‖}. (1)

and constitutes the ultimate source of meaning available to

agents in the LGM system.
�

The dynamic aspect of the environment E is captured

by momentary availability of certain invariants in its cur-

rent state. This availability is modelled through the notion

of context (see Def. 6), given by a subset of E consisting of

currently exhibited and accessible invariants. From a practi-

cal point of view, the context defines certain situations for

currently interacting agents and serves as the only entity,

though complex, objectively shared between participants of

each linguistic interaction. Certainly, all internal represen-

tations of invariants, which are the figments of the agent’s

perception, can and do differ in the ontological sense. How-

ever, they all refer to the same “physical” entities that are

external to particular agents in the LGM system (see [9]).

The notion of context is modelled by the context function,

given as follows:

Definition 2 (Context)

For all time points t ∈ T the context function

X E : T → 2E (2)

is defined. For a given time point t ∈ T this function yields

the actual context X E(t) ∈ 2E , in which the interacting

agents are situated, given as a set of invariants currently

available for agents’ perception.
�

Two features of E , formal and pragmatic, need to be

stressed. First, it is important to note that identifiers of in-

variants are available only at the system’s level, and are in-

accessible internally for particular agents’ minds. Second,

the environment is static and finite in the sense that its dis-

tinguishable parts are constant and constrain the actual limits

of its possible quantisation.

Regarding the agents available in the system, all are

assumed to be embodied and situated in the environment

(see [17]). They are assigned unique identifiers, too, and are

called the population:

Definition 3 (Population)

The set of all agents available in the system is called the

population P . The population and its members are formally

denoted by the following symbols:

P = {a1, a2, . . . , a‖P‖}. (3)
�

The population is static and finite in the sense that all

agents are known beforehand, and there are no particular

ways to introduce new agents during the system’s runtime.

It is assumed that all individual agents are capable of de-

veloping subjective and internal representations of invariants

of the environment E , by means of dedicated and embodied

mechanisms of perception. As aforementioned, the environ-

ment is built from invariants that are represented by a set of

unique identifiers (’idi’). Each such invariant is external to

the entire population, and each individual agent alone. Con-

sequently it is directly unavailable to the agent’s higher inter-

nal processing. The invariant is, however, directly accessible

by the agent’s strictly private perception mechanism. A par-

ticular invariant in the external environment triggers a parti-

cular reaction of the agent’s perception that is further propa-

gated to higher level cognitive processing. As such, individ-

ual perception mechanisms are able to create certain internal

projections/reflections of the external world that are directly

accessible to the agent. In essence a particular invariant in

the external environment can trigger a set of internal reflec-

tions that are activated within the agent and are further avail-

able to its higher cognitive processes. This natural process is

modelled by the notion of internal reflection mapping (see

Def. 4):

Definition 4 (Internal Reflection)

Each agent a ∈ P is able to register an external invariant

through a notion of internal reflection oai ∈ E|a assigned by

a relation Ra:

Ra ∈ E × E|a, (4)

where Ra is the embodied mechanism of invariants’ percep-

tion, and E|a is the set of internal reflections.
�

Remark: It should be noted that for the sake of simplicity we

further assume that Ra is a function, i.e. it may happen that

any single invariant can be mapped to and only to a single

internal reflection. However, Ra does not need to be a 1-1

function.

In order to formally capture the embodied perception

ability of agents, a concept called the perceivable space is

further introduced to refer to the internal and conceptually

(mentally) possible domain of potentially recognizable ob-

jects available to an individual agent a ∈ P , at the level of

its strictly internal cognitive processes.

Definition 5 (Perceivable Space)

Each agent a ∈ P is assigned the perceivable space:

E|a = {oai : ∃idj ∈ E .Ra(idj) = oai }. (5)
�

The perceivable space E|a, assigned to a particular agent

a ∈ P , is understood as the maximal set of invariants’ re-

flections that can ever be produced by this agent a to map

possible and external invariants into their internal represen-

tations, obviously by means of Ra.

In order to be consistent with the aforementioned as-

sumption that all language meaning originates from empiri-

cal data, in the forthcoming section each agent a ∈ P uses

an actually activated, perceived space of invariants’ inter-

nal reflections at each time point t ∈ T . It is induced in its

“mind” by and only by these invariants that have ever been

captured by Ra during the system’s runtime. What follows
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is that each oaj = Ra(idi) can be treated as an actual reflec-

tion of the invariant idi, embodied in an agent a, if and only

if idi has ever been both realized in the environment and re-

flected as an internal structure Ra(idi). Otherwise, it should

be interpreted as and only as a formal name of a potentially

recognizable invariant (perhaps physically available some-

times in the future). In order to reflect in further sections this

aspect of language behaviour, at this point an additional con-

cept of the perceived context, is introduced as follows:

Definition 6 (Perceived Context)

At each time point t ∈ T each agent a ∈ P is assumed to be

equipped with an embodied representation of the perceived

context X E,a(t), defined as follows:

X E,a(t) ⊆ {oai : ∃idj ∈ X E(t).Ra(idj) = oai }. (6)
�

Next, the dynamic aspect of the population is captured in

a momentary participation of certain agents in interactions.

In order to describe interactions at particular time points

t ∈ T , a dedicated function XP (t) will be used to yield

a group of currently interacting agents (see Sec. III), as well

as define their roles.

Definition 7 (Interaction)

The agents’ interaction, realized at a given time point t ∈ T ,

is defined by the interaction function as follows:

XP : T → 2P × 2P , (7)

The value XP (t) = (PS , PH) is a tuple, where PS and PH

denote two disjoint sets of speaking and hearing agents, re-

spectively.
�

Speakers are agents that play an active role in linguis-

tic interaction. In particular, they analyse the available and

perceivable context, select an object from it (topic), and ut-

ter the related topic’s name. From a pragmatic point of view,

the speaking agents’ goal is to attract the attention of hear-

ers to some invariant from the current context, using a lin-

guistic clue in a form of a name utterance. Hearers, on the

other hand, are passive learners. They analyse the available

perceivable context and the uttered name, and try to infer in-

tended meaning of the utterance. Thus, hearers focus on es-

tablishing an association between a word and an object that

were utilised by a speaker.

II. 3. Agent

Agents are the most fine-grained and autonomous parts

of the system. They are both embodied members of the pop-

ulation, as well as situated in the environment. Each agent

is equipped with a perceptual, operational and reasoning

subsystem designed to carry out operations in the external

world. However, in this paper a precise description of this

subsystem is omitted. Namely, only a semantic infrastruc-

ture of agents needed to realize their linguistic behaviour is

further exposed as a major part of the so-called agent’s state

(see [12]).

Definition 8 (Agent State)

For a particular agent a ∈ P and at a particular time point

t ∈ T , the state of the agent a is represented as the tuple Sa
t ,

given as follows:

Sa
t = 〈Obat ,W

a
t ,L

a
t ,Γ

a
t 〉 ∈ Π(Sa). (8)

The following pragmatic interpretations and assumptions

hold for this tuple:

• Π(Sa) denotes the state space that is the space of all

possible states in which the individual agent can stay.

• Obat denotes a set of objects that fulfill the requirement

Obat ⊆ E|a. Each object in Obat represents a self con-

tained invariant of the environment available to the

agent’s a perception and encapsulates the smallest in-

divisible entity available to its higher cognitive pro-

cesses. For each agent a, each single object is expli-

citly identified by a unique and strictly internal re-

flections (identifier oai ). At a given time point t ∈ T
the set of objects Obat is uniquely defined by all past

interactions the agent a was involved in. In particular,

the set of objects known for the agent a is defined as

the following sum over all past perceivable contexts

Obat =
⋃

τ<t X
E,a(τ).

• W a
t denotes a set of words W a

t ∈ 2W . Words are un-

derstood as external representations identified by the

whole population as specialized communication signs.

We further assume that there exists an infinite set of

all possible words W = {w1, w2, . . .} that can be

identified by the population. Due to the population-

wide availability of words we can assume that the

utilised individual word identifiers wi are global and

shared by agents. Nevertheless, at a particular time

point t ∈ T an agent a is familiar with and only with

a certain subset W a
t of W , i.e. W a

t ⊂ W .

• La
t denotes the lexicon mapping La

t : W a
t × Obat →

[0, 1], embodied in the agent a. Such mapping La
t rep-

resents an actual correlation between objects oi and

words wj by setting up an association strength for par-

ticular word-object pairs. Obviously, the higher the

value of correlation the more convinced the agent a

that the certain word is an adequate name for the

object. In terms of linguistic pragmatics, the lexi-

con mapping constitutes one of the most important

language-oriented cognitive structures, because it en-

capsulates the actual and momentary state of indivi-

dually grounded language. For the sake of simplicity,

we further assume that the space of all possible lexi-

con mappings from word-object pairs to values from

[0, 1] available for the agent a, will be denoted by

Π(La) (consequently La
t ∈ Π(La)).

• Γa
t denotes the word strength Γa

t : W a
t → [0, 1].

In particular, in the LGM system each word wi ∈ W a
t

is associated with the agent’s subjective notion of usa-

bility Γa
t (wi) ∈ [0, 1] which denotes its individual es-

timation of popularity of the word over the population.
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The set of words that the individual uses is iteratively

built up as new words are invented by speakers, when-

ever they lack a proper word for a particular given

topic. New words are further incorporated by hear-

ers whenever they receive unknown words for the first

time. Dampening the word strength allows the agent to

eliminate words that are not likely to be utilised by the

population. Whereas, enforcing the word strength al-

lows the agent to maintain words that are more inten-

sively utilised by the population. Obviously, keeping

track of words’ popularity allows the agent to focus

on the most popular linguistic terms (possible object

names) and eliminate the least popular ones. For the

sake of simplicity we further assume that the space of

all possible word strength mappings will be denoted

by Π(Γa) (consequently Γa
t ∈ Π(Γa)).

�

To conclude, the agent’s state Sa
t is used to represent

only the state of an embodied linguistic subsystem, given at

a particular time point t ∈ T .

Next, in order to formally refer to the language-related

capabilities, the agent usage model is introduced. This model

is used to define all computational means available for a par-

ticular agent a to utilise its current state and realize rele-

vant linguistic behaviour. Most importantly, the agent usage

model defines an embodied computational method applied

to produce and interpret current utterances. At the same time

this model defines some attention oriented force that drives

agents cognitive processes to certain objects of the environ-

ment. From a practical point of view, the agent usage model

captures all methods applied by the agent to traverse the em-

bodied lexicon and related word strengths. The agent usage

model is defined subject to individual time points t ∈ T , as

follows:

Definition 9 (Agent Usage Model)

For each agent a ∈ P and at a given time point t ∈ T , the

agent’s usage model is defined by the following tuple of three

mappings:

〈δa, φa, ηa〉. (9)

For these mappings the following assumptions and interpre-

tations, both pragmatic and formal, are assumed:

• δa denotes the interpretation function δa : W a×Sa
t →

Oba. For a given state Sa
t an agent a ∈ P is always

able to interpret a particular external utterance wj by

selecting the most adequate object oai , using the cur-

rent state of its lexicon La. This way the actual lexicon

state modulates the agent’s interpretation scheme.

• φa denotes the production function φa : Oba × Sa
t →

W a. In particular, for a given state Sa
t an agent a ∈ P

is always able to produce the value of (φa) as an exter-

nal utterance wj by selecting the most adequate name

for a given object oai , using the current state of its lex-

icon La. This way the actual lexicon state modulates

the agent’s production scheme.

• ηa denotes the selection strategy ηa : 2Oba/∅×Sa
t →

Oba. Each interaction in the LGM (see Sec. II) is trig-

gered by a speaker. It begins with an agent selecting

a particular object from its sight as the topic of its ut-

terance. Such a selection process models a particular

intention that the agents are utilising (see [11]) and

a particular strategy that depends on the actual task

the system is faced with. For instance, the linguistic

clue can be used by the agents to focus their individual

attentions on a particular object from the environment,

and further perform a certain mutual action upon it.

In the related literature only the purely random selec-

tion of topic was investigated, where a speaker uni-

formly samples its current context in order to select

the intended meaning of its utterance.

�

The remaining collection of mappings is called the agent

update model. Its role is to define possible changes that each

agent a ∈ P can undergo based on its current state and ongo-

ing interactions. In particular, the agent update model char-

acterises relevant changes of the lexicon, the word strengths

and the set of words. Throughout the system’s operation

time, each agent a ∈ P is involved in many interactions,

both as a speaker and hearer, and each interaction affects its

internal state. For instance, the agent needs to update asso-

ciations between a heard word and available objects, and the

strength of the uttered word. In case an agent is a speaker

and has no particular word for a particular object, it needs to

additionally invent a novel word and introduce it to the lexi-

con. In general, the agent update model defines the embodied

method to update the state of the agent. Formally, this model

is defined, too, subject to individual time points t ∈ T , as

follows:

Definition 10 (Agent Update Model)

For each agent a ∈ P and at a given time point t ∈ T ,

the agent’s update model is defined by the following tuple of

three mappings:

〈θa, ϑa, κa〉. (10)

For these mappings the following assumptions and interpre-

tations, both pragmatic and formal, are assumed:

• θa denotes the lexicon update θa : W a×2Oba×Sa
t →

Π(La). Learning from co-occurrence between words

and objects (cross-situational learning) implies that

after each interaction the hearer updates its lexicon

La by modifying related (oi, wj) correlations.

• ϑa denotes the word strength update ϑa : W a×2Oba×
Sa
t → Π(Γa). At the individual agent level the inter-

preted meaning and the heard word are regarded as

the most probable ones. Based on the word strength

update function, the agent’s subjective notion of us-

ability of the heard word Γa is modified. In partic-

ular, the update function defines how the linguistic

clue (in a form of utterance produced by the speaker)
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should affect and influence learner’s naming conven-

tion through proper modification of related associa-

tion structures in the lexicon.

• κa denotes the word creation update κa : W a×2Oba×
Sa
t → 2W . The word creation defines the means for

inventing and adopting new names for unnamed ob-

jects. Whenever an agent is playing the role of the

speaker, it is required to name a particular object from

the perceivable context. In particular, if the agent has

no name for a selected object ot, a need develops to in-

troduce a novel word. The agent tends to select a par-

ticular word w ∈ W from the set of all available

words and creates all needed association in the lexi-

con. On the other hand, whenever an agent registers

an unheard word it also needs to be able to introduce

this word into its lexicon system. Such behaviour is re-

alised by the word creation update function.
�

The whole agent’s system can now be described by

means of the following four rules:

• the production rule yielding a name for an object,

• the interpretation rule yielding an object for a name,

• the word creation rule inventing/adopting new names

for objects,

• the update rules updating the association scores.

In consequence, at a general level the complete agent

model used in this research can be summarized as follows:

Definition 11 (Agent Model)

For a given agent a ∈ P and a time point t ∈ T , the agent

model is represented by the following tuple:

〈Oba,W a,Γa,La, φa, ηa, δa, θa, ϑa, κa〉, (11)

provided that previously accepted assumptions and interpre-

tations, both pragmatic and formal, hold.
�

II. 4. System

It follows from the above that the dynamic character of

our system results from the following three basic processes:

• the world dynamics involved in the process of selec-

tion of context objects,

• the population dynamics involved in the process of se-

lection of interaction participants, and

• the topic selection resulting from the process of selec-

tion of topic from the context.

Finally, the notion of a system state St, understood as

the state of the entire multi-agent system, is captured by the

following definition:

Definition 12 (System’s State)

For each t ∈ T the system state St at the time point t is

represented by the following tuple:

St = 〈E ,P,X E ,XP 〉, (12)

where E , P , X E , XP denote the environment, the popula-

tion, the context and the interaction, respectively.
�

This definition completes the technical presentation of our

system’s constituents.

III. META-MODEL INSTANTIATIONS

The extensive literature studies, including the most re-

cent summaries in [20, 22], show that despite of its popular-

ity the LGM has been investigated in a rather limited set of

basic settings. This remark applies to formal models utilised

by other authors (if at all specified), too. As such, previous

limited approaches, although valuable and influential, have

not provided an expected general perspective. In this context,

the presented meta-model is a functional extension of many

original formulations of LGMs, known from the related lit-

erature. In particular, it captures the basic settings as well

as additional interesting features worth being considered in

language alignment games.

In consequence, in our further research we try to follow

the basic settings of LGM (where possible), and introduce

some extensions to possible interaction patterns. At the same

time, we keep maintaining the substantial coherence with the

basic LGM to relate to it in our further analysis of language

behaviour realized within alignment processes with multi-

participant interaction patterns. In particular, we explore how

the changing interaction conditions affect the ability of the

population to reach coherent naming conventions. Multiple

dimensions of modifications of the interaction conditions are

briefly suggested as follows.

III. 1. Perception characteristics

Perception abilities of artificial systems are crucial to any

form of language behaviour and other cognitive processes.

In general, it is the perception ability that defines the actual

content and shape of perceivable spaces available to higher

level cognitive processing. These obvious inter-wind charac-

teristics of the perception and cognition defines what infor-

mation in what form is available to an individual.

III. 1. 1. Population vs. environment

Depending on a particular relation between the structure

of the environment and a particular structure of system’s per-

ception abilities we distinguish two possible settings: ide-

alised with perfect alignment between perception and exter-

nal world, and non-idealised with certain misalignments be-

tween perception and external world. Assuming further the

aforementioned invariant-oriented structure of the environ-

ment (see Def. 1) we introduce both settings.

In the idealised settings the system is able to maintain

a one-to-one mapping between the invariants available in the

external world E and the internal reflections available to the

individual E|a. In particular, all agents are capable of a nearly

direct perception of the environment.
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Definition 13 (Idealised Perception Settings)

The idealised perception settings hold in the system iff for

every agent a ∈ P the following formula holds:

∀idj ∈ E ∃oai ∈ E|a.R
a(idj) = oai ∧ ‖E|a‖ = ‖E‖. (13)

�

In the non-idealised settings the system is unable to

maintain a consistent one-to-one mapping between the in-

variants available in the external world E and the internal

reflections E|a. In particular, the system might not be able

to identify and/or distinguish between all invariants idi ∈ E ,

as such leaving certain parts of possible space unavailable to

the system. Such a setting can also be regarded as a particular

systematic error of the perception mechanism that prevents

the idealised case. Assuming the aforementioned definition

of the idealised settings (see Def. 13) we can generally define

the non-idealised settings as follows:

Definition 14 (Non-Idealised Perception Settings)

The non-idealised perception settings hold in the system iff

for every agent a ∈ P the following formula holds:

‖E|a‖ 6= ‖E‖. (14)
�

III. 1. 2. Population homogeneity

In the presented research we are particularly focused on

the interaction between individuals that the system is com-

prised of. As such it is important to distinguish an addi-

tional perspective that relates to a particular relation between

the perception capabilities of individuals that form the en-

tire system. We distinguish two possible settings: homoge-

neous, where all agents are equipped with coherent percep-

tion abilities, and heterogeneous, where the individual per-

ception abilities can differ between the agents.

In the homogeneous settings all agents are able to per-

ceive and distinguish the same set of invariants from the en-

vironment (see Def. 15).

Definition 15 (Homogeneous Perception Settings)

The homogeneous perception settings hold in the system iff

for each pair of agents a,A ∈ P , such that a 6= A, the fol-

lowing formula holds:
(

∀oai ∈E|a∃idj ∈E∃oAi ∈E|A.R
a(idj)=oai ∧R

A(idj)=oAi
)

∧ ‖E|a‖=‖E|A‖ 6= 0.

(15)

�

Note: It should be remembered that Ra is assumed to be

a function.

In the above setting there exists a one-to-one mapping

between individual perceivable spaces. As opposed to the

idealised settings there is no requirement that all available

invariants are directly available to individual agents. For in-

stance, due to a given set of equipped sensors the individual

units are only capable of registering a respective set of sen-

sory data. Moreover, due to the physical limitations individ-

ual agents might not be able to discriminate between a cer-

tain group of invariants present in the environment. Conse-

quently, a certain part of the environment can be entirely un-

available to the system, i.e. to all individual units, whereas

the available part is perceivable by the system in a coherent

manner, i.e. isomorphically by individual units.

In the heterogeneous settings individual perceptions can

differ among the agents. Opposite to the homogeneous set-

tings, it is impossible to split the perception into two sets of

unavailable and isomorphic invariants. Consequently, a cer-

tain part of the environment is perceived differently by the

system.

Definition 16 (Heterogeneous Perception Settings)

Heterogenous perception settings hold in the system iff the

homogeneous perception settings do not hold. �

Remark: Obviously, the heterogeneous perception set-

tings cover a diverse set of cases, where the homogeneity

does not hold.

In such a setting, it is impossible to establish a one-to-

one mapping between individual perceivable spaces, as at

least a single agent is characterised with different abilities.

For instance, the system might comprise of different types

of individuals (perhaps physically), that operate together in

a common environment.

III. 1. 3. Population vs. context

The underlying perception processes, i.e. how a group of

agents perceives the external world, directly affect the align-

ment processes. As aforementioned, a particular context (see

Def. 6) serves as the only source of meaning, i.e. a source

that is objectively existing and possibly shared. There are

many possible implementations of a group perception, for

instance the interacting agents can perceive and share the

entire context, can perceive only a shared part of the con-

text, or can differently perceive some parts of the context, or

alternatively perceive different parts of the context.

We distinguish three possible practical realisations of the

interaction scene, i.e. a particular relation between individual

perceptions (realised by agents involved in the interaction) of

the current context X E : joint attention scene, common con-

text scene, and disjoint scene.

In the joint attention scene a group of agents engaged

in an interaction perceives and shares the entire context.

All interacting agents register the same set of invariants,

but through different internal representations. In particular,

a joint attention scene defines a situation in which all inter-

acting agents perceive exactly the same context, i.e. the same

set of distinguishable invariants.

Definition 17 (Joint Attention Scene)

The joint attention scene is established at a given time point

t ∈ T iff for each pair of interacting agents a,A ∈ P
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(P ⊂ P and P 6= ∅), so that a 6= A, the following formula

holds:

(∀Ra(idj) ∈ X E,a(t).idj ∈ X E(t) ⇒ RA(idj) ∈ X E,A(t))

∧ ‖X E,a(t)‖ = ‖X E,A(t)‖ 6= 0.

(16)

�

In the idealised settings joint attention scene implies that

the agents are able to perceive the entire context. In the non-

idealised settings joint attention scene implies that the agents

perceive the same part of the context that consists of distin-

guishable invariants. In particular, if the context consists of

only distinguishable invariants, then the interacting agents

perceive the entire context or its subset. However, if the

context consists of both distinguishable and indistinguish-

able invariants, then the interacting agents perceive only the

distinguishable part of the context.

It is rarely the case when agents involved in an inter-

action are able to perceive the same exact contexts. For

instance, due to the inherent autonomy of individuals their

attention can be oriented towards a particular type of ob-

jects from the current context, or a particular sub-part of the

current context. In particular, a common scene determines

a situation in which individual agents are able to focus on

different aspects of the available environment, whilst still

maintaining a certain common part (common ground of the

context). In order to capture such a situation we further in-

troduce the notion of a common context scene.

Definition 18 (Common Context Scene)

The common context scene is established at a given time

point t ∈ T iff for every pair of interacting agents a,A ∈ P
(P ⊂ P and P 6= ∅), so that a 6= A, the following formula

holds

∃idj ∈ X E(t) ∃Ra(idj) ∈ X E,a(t).

RA(idj) ∈ X E,A(t).
(17)

�

Due to the inherent heterogeneous nature of individuals

some invariants in the context can be indistinguishable. Op-

posite to the case when all agents involved in an interaction

are able to perceive the same context, here all agents perceive

only a shared subset of invariants from the available context

– a common part of the context.

In the idealised settings, as the agents are able to identify

and distinguish between all available invariants, a common

context scene involves a situation in which certain agents

are unable to observe certain parts of the context. In the non-

idealised or heterogeneous settings the common subset of

invariants can be perceived differently, due to the inherent

inability to discriminate between all invariants. From a prac-

tical stance, such a situation represents a case where agents

are able to establish a common ground in an interaction, but

this common ground may slightly differ between agents. Ob-

viously, such a restriction guarantees that interacting agents

are able to distinguish a non-empty part of the context.

In the least restrictive situation the agents involved in an

interaction can perceive entirely different subsets of invari-

ants and/or these invariants can be additionally indistinguish-

able by individual agents.

Definition 19 (Disjoint Context Scene)

The disjoint attention scene is established at a given time

point t ∈ T iff there exists a pair of interacting agents

a,A ∈ P (P ⊂ P and P 6= ∅), so that a 6= A, for which the

following formula holds:

∃idj ∈ X E(t).

Ra(idj) ∈ X E,a(t) ⇒ RA(idj) /∈ X E,A(t).
(18)

�

The disjoint context scene represents a case where there is

no common ground between all of the interacting agents.

In such a case, the current context cannot serve as an ex-

isting objectively shared source of meaning, as it is actually

not shared. Consequently, as there is no source to anchor the

meaning of a given label to, such a situation cannot guaran-

tee a successful formulation of a shared naming convention.

III. 1. 4. Knowledge base

The additional aspect of agent’s perception characteris-

tics involve the internal organisation of gathered experience.

In the basic approach (see [6] [5]) a static and a fixed set of

perceivable objects is assumed and this is common practice

in the LGM-based research. It represents a situation when

the agents start with a predefined set of known and prede-

fined objects, and no other object can enter the perceivable

space of an individual. In this paper we extend the basic ap-

proach by allowing the agent to gradually build up its set of

known objects ObAt . In particular, as the agent encounters

a new distinguishable invariant in the environment, it stores

its representation and updates its private databases.

In practice, the set of objects available in the environment

E is not directly available to the agent, certainly not during

the early stages of the system’s operation (ObAt ⊂ E|A).

In consequence, early interactions cannot affect the entire

scope of objects (all objects available in the environment

E|A), but rather affect only the set of known objects (ObAt ).

Such an extension has a significant pragmatic value, as it

is unrealistic to assume that designers embodying a multi-

agent system in a versatile and unknown environment are

able to explicitly identify all possible objects that can be en-

countered by the agents beforehand (at the design time). It is

significantly easier for the system to gradually (during its

operation) identify novel objects and further introduce them

into their linguistic structures.
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III. 2. Lexicon processing

We further assume the well established mechanism of

interpretation and production (see [6] [5]). The interpre-

tation scheme is rather straight-forward, as for a given

word wi ∈ W a
t the interpretation function δa determines

the object oaj with the maximum weight (δa(wi, t) =
argmaxoa

k
∈E|aL

a
t (o

a
k, wi)), and thus interprets wi as refer-

ring to oaj . On the other hand, the production scheme as-

sumes that the speaker before uttering a name evaluates its

subjective reflection of the population by considering the

strength Γa of each possible word wi. As such, for a given

object oaj the production function φa
t (o

a
j ) determines the

word wi ∈ W a having the highest usability from all the

words that the agent is able to interpret as referring to the ob-

ject oaj (φa
t (o

a
j , t) = argmax{wk∈Wa∧δa(wk,t)=oa

j
}Γ

a
t (wk)),

and thus names oaj using wi.

In this research we incorporate ICSL (see [6]) and INT

(see [12]) strategies of lexicon update (alignment mecha-

nism) and word strength update definition from the approach

defined in [6]. Both of the assumed approaches are based on

the associationistic lexicon approach with weighted word-

object pairings La
t (o

a
k, wi) where each word is additionally

weighted by its strength Γa. Moreover, they both represent

the so-called dampening strategies, where at each iteration

the agent not only enforces the associations between the

heard word and currently perceived objects (in the current

context), whilst still dampening the associations between the

heard word and all of the currently unavailable objects (out-

side of the current context).

The idea behind the ICSL strategy is that the learn-

ing procedure maintains the association values within a re-

stricted interval, i.e. La
t (o

a
k, wi) ∈ [0, 1] and Γa(wi) ∈ [0, 1].

Moreover, at each interaction episode the strength of the up-

date procedure is modulated by the value of the current cu-

mulative sum of strengths distributed among the heard word

ot and all available context objects X E,a(t). Further, the un-

derlying goal is to increase the cumulative sum of consis-

tent objects by a given update strength factor and distribute

it among context objects according to their current strengths.

Consequently, the uncertainty involved in the size of the con-

text is directly incorporated, as the increase value is dis-

tributed among all objects within the context. Moreover, the

strengths related to objects outside the context are decreased,

i.e. to decrease the cumulative strength of inconsistent ob-

jects. The important property of the ICSL strategy is adap-

tivity. In particular, as the association values are bounded

([0, 1]) the entire process allows the individual agents to rel-

atively swiftly change the state of the lexicon.

On the other hand, the INT strategy represents a basic

dampening approach, where a strict and constant dampening

strength is assumed. However, the INT strategy is addition-

ally decreasing the associations between concurring words.

In particular, the association between the heard word and all

consistent objects is enforced, the association between the

heard word and inconsistent objects is dampened, and asso-

ciation between the interpretation of the heard word (object)

outside of the context is additionally decreased. As such, the

strategy focuses on maintaining the number of concurring

words at a minimal level.

Additionally, we incorporate two word creation schemes,

i.e. novel words constructed by the speaker can either be

unique or non-unique. The difference between the two lays

in the fact that the former always involves that a new word

(its form) includes the agent’s individual unique identifier.

In essence, the latter allows different agents to create identi-

cal words (independently of each other), and associate them

(initially) with different objects in the external world. The

non-unique approach is characterised by significant levels

of homonymy, in particular in the early stages of align-

ment, whereas in the unique approach the invented words

are unique and as such we assure that no two invented

words are identical. Consequently, there is less homonymy

within the system, but possibly more synonymy as there

are multiple different words associated with a single object

(especially in the early stage of development) by multiple

agents. Nevertheless, from a pragmatic stance a particular

practical implementation depends solely on the system’s in-

herent ability to create unique linguistic forms.

Additionally, all current models of the language game as-

sumed a single-stage pair-wise interaction. In particular, all

involved a basic interaction XP ∈ P × P , where a pair of

agents (one acting as a hearer and the other as a speaker)

is involved in a simple game. Such a game always involves

only a single act of communication, hence the name single-

stage, and after the interaction the process continues, i.e. new

context is generated, a new pair of agents is determined, etc.

We can note that the study of multi-stage and multi-

participant interactions is neglected in the literature despite

the fact that the pair-wise single-stage interaction represents

an idealised model that in practice requires additional coor-

dination mechanisms. In particular, it is crucial to maintain

an isolated pair of agents and limit it to a single speaker and

a single hearer, whereas in practice a multi-stage and multi-

participant interaction seems to be more frequent and more

convenient to use.

However, in real robotic systems the assumption of pair-

wise interaction is hard to achieve and rather impractical, and

in actual settings it is significantly more frequent and cer-

tainly more convenient to introduce a multiple participants

model. For example, a basic and explicit broadcast scheme

could be easily implemented allowing agents to communi-

cate in a less restrictive multi-participant scheme. As such,

we allow our system to be more flexible in terms of possible

interaction patterns. Additionally, in real embodied multi-

agent systems we cannot guarantee that each interaction

would involve only a pair of agents without externally en-

forcing such settings. For instance, as the agents are utilis-

ing a form of linguistic communication, it is highly probable
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that nearby agents would also engage in a particular inter-

play. It should be underlined that from the point of view of

the LGM these settings again fall outside of the basic model.

III. 3. Interaction Patterns

The idea behind the language game is that through a se-

ries of routine interactions the agents can align their lexicons

reaching a coherent state of the entire population. The inter-

action is realised through a sequence of individual episodes

in which agents utilise association-based lexicon L. Finally,

the linguistic communication is the only form of commu-

nication available to the agents. As such, there are no ad-

ditional signalling mechanisms, nor any form of telepathy.

Consequently, the linguistic interplay between the agents is

the only opportunity for a hearer to gain insights about the

lexicon utilised by the speaker.

In this paper we investigate a multi-participant exten-

sions to the previously mentioned basic pair-wise interaction

pattern incorporated in the LGM. In particular, in a given

state of the external environment (called the context) we in-

vestigate settings with multiple speakers and multiple hea-

rers involved in a single interaction, as such allowing the

system to be more flexible in terms of defined interaction.

Fig. 2. Interaction Patterns – pair-wise, multi-hearers and multi-
speakers

Obviously, it becomes crucial to study how the above

multi-agent game influences the alignment processes.

It should be underlined that we do not modify the under-

lying behaviour of an individual agent. In essence, we solely

focus on the behaviour of the basic model (with extended

interaction settings) and treat individual communication acts

as separate, though bounded by the current context and in-

teracting agents.

Below we introduce two analysed modes of interaction:

a two-participant mode in a pair-wise pattern, and a multi-

participant mode in multi-speakers and multi-hearers pat-

terns.

III. 3. 1. Pair-wise interaction pattern

In the pair-wise interaction pattern the interplay be-

tween the agents is governed by a strict pair-wise interaction

scheme. At each of such episodes two agents are randomly

selected from the population, one acting as a speaker, and

the other acting as a hearer. Both agents are embodied and

situated in the same state of the environment, thus establish-

ing a joint attention scene. In such setting the speaker tries

to draw attention of the hearer to a particular element in the

shared scene (called topic), using a linguistic clue (called ut-

terance). As a result, the hearer is trying to correctly relate

the linguistic utterance to a particular element of the current

state of the environment.

Definition 20 (Pair-wise Interaction)

In the pair-wise interaction pattern, for each time

point t ∈ T , the value of the interaction function

XP (t) = (PS , PH) fulfills the following condition:

‖PS‖ = 1 ∧ ‖PH‖ = 1. (19)

In this type of interaction only a single speaker and a single

hearer are allowed.

�

III. 3. 2. Multi-speaker interaction pattern

In the multi-speaker interaction pattern multiple agents

engage themselves in communication. Namely, in a given

state of the environment (called common context) multiple

agents, at least 3, meet and interact. Among them one and

only one acts as a hearer (see Def. 21).

Definition 21 (Multi-speaker Interaction)

In the multi-speaker interaction pattern, for each time

point t ∈ T , the value of the interaction function

XP (t) = (PS , PH) fulfills the following condition:

‖PS‖ > 1 ∧ ‖PH‖ = 1. (20)

In this type of interaction multiple agents participate but ex-

actly one acts as a hearer.

�

At each interaction multiple agents are selected from the

population (as of XP (t)). One of the selected agents acts as

a hearer, whilst others are speakers. All interacting agents

are situated in the same state of the environment, thus estab-

lishing a joint attention scene called the shared state of local

surroundings. In such a setting each speaker utters a name

of a particular invariant in the external world and using such

linguistic clue tries to draw attention of the hearer. As a re-

sult, the hearer registers multiple words (even some might be

repeating), all uttered in the same context, and tries to cor-

rectly relate the linguistic utterances to certain elements of

the current state of the environment.
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III. 3. 3. Multi-hearer interaction pattern

In the multi-hearer interaction pattern multiple agents

engage in communication. In a given state of the exter-

nal environment (common context) multiple agents, at least

3, meet and interact. In particular, a single agent acts as

a speaker and multiple agents act as hearers (see Def. 21).

Definition 22 (Multi-hearer Interaction)

In the multi-hearer interaction pattern, for each time

point t ∈ T , the value of the interaction function

XP (t) = (PS , PH) fulfills the following condition:

‖PS‖ = 1 ∧ ‖PH‖ > 1. (21)

In this type of interaction multiple agents participate but ex-

actly one acts as a speaker.
�

At each interaction, multiple agents are selected from the

population (as of XP (t)). One of the selected agents acts as

a speaker, whilst all other as hearers. All interacting agents

are situated in the same state of the environment, thus es-

tablishing a joint attention scene. In such a setting, a single

speaker utters a name of a particular invariant in the environ-

ment – intended topic. In particular, using a linguistic clue,

the speaker tries to draw attention of all hearers to a par-

ticular invariant in the environment. As a result, all hearers

register a single word, all uttered in the same context, and

all try to correctly relate the linguistic utterance to a certain

element of the current state of the environment.

IV. SIMULATION

In order to investigate the influence of different interac-

tion patterns on the behaviour of the multi-agent systems we

perform an exhaustive series of simulations. All experiments

share a common framework (see Sec. II) and assume a fi-

nite, static set of objects and agents, and all are restricted to

a shared context setting (ot ∈
⋃

a∈P X E,a(t)). We investi-

gate a number of simulation settings, but due to the space

limitations we only focus on the general properties of the

system and present the obtained results as an exemplifica-

tion of the observed system’s behaviour.

Let us assume the following experiment settings for all

of the underlying simulations (baseline settings):

• population: ‖P‖ = 10,

• environment: ‖E‖ = ‖E|a‖ = 10, (for all a ∈ P),

• context: ‖X E(t)‖ = ‖X E,a(t)‖ = 2, (for all a ∈ P),

• learning strategy: ICSL / INT3,

• selection strategy: uniform,

• word creation: with / without unique word creation3.

In such a framework we further investigate the behaviour of

alignment processes in disparate interaction models:

1. pair-wise model: ‖PS‖ = 1 and ‖PH‖ = 1,

2. multi-hearers model: ‖PS‖ = 1 and ‖PH‖ ∈ 2, 5,

3. multi-speakers model: ‖PS‖ ∈ 2, 5 and ‖PH‖ = 1.

It should be noted that all of the presented graphs are an

average over multiple consecutive runs (at least 50) and as

such are a good representation of the observed dynamic be-

haviour of the system. Wherever possible we not only pro-

vide the average over runs but present more informative box-

plots.

In order to formulate differences in the dynamics of the

alignment processes, we identify two major axes of com-

parison: coherence and word statistics, and focus on the

evolution of language in the assumed multi-agent system.

We study the behaviour of the system based on three mea-

sures: language coherence rate, average number of used

words and the overall number of words.

Language coherence rate (LC) resembles the spread of

the naming convention among the entire population and re-

flects the coherence of names among all existing objects.

As such, we introduce language coherence µLC , as the prob-

ability that two randomly selected agents assign the same

name for a randomly selected object from the environment,

as follows4:

Definition 23 (Coherence Measure)

µLC =

=〈I[δA(φa(Ra(idk),L
a),LA) = RA(idk)]〉a,A∈P,idk∈E .

(22)

�

The lowest possible coherence, i.e. µLC = 0, reflects

a state of no language coherence in the system, as there are

no two agents that use the same name for any of the objects.

The highest possible coherence, i.e. µLC = 1, represents

the state of full coherence, where all agents share the same

naming conventions. It should be noted that in the assumed

settings the coherent state is absorbing the system, as from

this point all of the utterances are consistent with the ob-

served context, and without any external disturbance all of

the strongest associations remain strongest.

In order to analyse the characteristics of the emergent

language we keep track of the number of used words µUW

(UW), and keep track of the total number of all invented

words µTW (TW), defined as follows:

3We introduce multiple variants in order to underline that the obtained results represent a general behaviour of the alignment processes.

In particular, we do not intend to provide a detailed comparison of the introduced variants, as we solely focus on the effects of different

interaction patterns.
4〈X〉Y defines the average value of X over Y .
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Definition 24 (Number of Used Words)

µUW =

=〈‖{w∈W a :∃oia∈Oba.La(w, oia)>0}‖〉a∈P .
(23)

�

Definition 25 (Number of Words)

µTW = 〈‖W a‖〉a∈P . (24)

�

The number of used words is calculated over all agents

as the average number of positively associated words, and

it resembles the stability of current associations. As the op-

timal communication system has one-to-one mappings be-

tween words and objects, i.e. the same number of used words

as the number of existing objects, any deviation from this

proportion reflects a potentially unstable situation, as mis-

communication might occur. However, the total number of

words defines the average number of words known by an

agent.

V. ANALYSIS

In order to study the dynamics of the alignment pro-

cesses, we use the whole set of distinguished measures that

allow us to track the significant changes that trigger within

the system.

V. 1. Pair-wise Pattern – single speaker and single

hearer

After analysing the obtained simulation results (see

Fig. 3 and Fig. 5), we can note that the alignment process

can be decomposed into a four stage process. However, there

is no sharp transition between the distinguished stages, i.e.

a rather smooth transition. In particular, depending on the

type of word creation pattern, i.e. unique or non-unique, the

system either directly enters the first stage (unique) or enters

a certain pre-early stage (non-unique). In the latter case, first

iterations result in a sudden increase of coherence, due to the

coincidental (in terms of their relation to the external word)

creation of identical names, which relatively quickly returns

to initially low values. Nevertheless, despite this early dif-

ference in the character of dynamic evolution of the align-

ment processes, once in the initial stage both undergo similar

changes, i.e. in respect to proper scaling.

The first stage involves the word creation phase. In par-

ticular, the initial words that enter the system are rapidly

aligned, i.e. by agents that due to a particular realisation of

the interaction process XP managed to engage in an inter-

action. Consequently, a somewhat coherent subgroups form

within the population. It should be noted that these sub-

groups are strictly focused and relate only to a particular

form-meaning mappings, and certainly not to the entire lex-

icon (over all available objects). In essence, the agreement

upon a certain naming convention within the entire popu-

lation, is relatively low, as the population managed to de-

velop only small and local similarities between the lexicons.

Nevertheless, despite being small they sum up to relatively

high values, as compared to the initial coherence rate (0),

hence the early significant increase of the coherence rate.

Moreover, as new words are intensively introduced into the

system we can indicate the increase of the number of words

in general and the number of used words. Finally, the first

stage ends when the agents manage to developed enough

words, i.e, each agent is able to name all of the objects it

encountered in the external word. We note that the maximal

number of used words for the given settings is about 20-21
(36-37) and it is reached after 1300-1500 (800-1000) itera-

tions, roughly 100 iterations per agent and 45 iterations as

a speaker, with unique words (with non-unique words).

The second stage is a testing stage, where the agents

test all of the current associations. This behaviour dominates

over the population, i.e. agents reinforce the consistent form-

meaning parings and dampen the inconsistent ones. In par-

ticular, the initial associations are contrasted with associa-

tions developed by other agents. Consequently, on average

a single form-meaning pair is rather unpopular within the

population (small coherence rate, below 0.4). Nevertheless,

as the lexicons fill-up with form-meaning pairings the agents

start to compete with each other, in particular the naming

conventions that they represent. At that stage (roughly after

1000 interactions, i.e. on average 45 interactions per agent

and roughly 19 interactions as a hearer and a speaker), the

average number of used words reaches its peak value and

the coherence dynamics reaches a point of inflection. In par-

ticular, as there are multiple words competing for the same

object, then after an interaction between two agents utilis-

ing different conventions the hearer is forced to decrease its

individual certainty towards a particular word it used and in-

crease the certainty towards the word uttered by the speaker.

Moreover, as the former dominated the lexicon after the lexi-

con update procedure its strength is eventually decreased.

Certainly such a decrease is only up to a certain point, as

in the place of one word there are other words that compete

with it.

On the other hand, the early languages consist of many

words (the average number of used words is roughly twice

the number of objects, in the case of unique words, and

roughly four times the number of objects, in the case of

non-unique words), i.e. after enough iterations the agents on

average managed to interact with all other agents in nearly

all possible settings of the external world. Consequently, the

agents are able to adopt most of the words present in the sys-

tem, i.e. early increase of the average number of used and

the total number of words is nearly identical.

The third stage is the elimination stage, where the un-

popular associations (due to a particular realisation of the

interaction and context process) are eliminated by the pop-
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Fig. 3. Single-stage with single participants (ICSL) – coherence dynamics (top row), number of words (middle row) and number of used
words (bottom row)

ulation, as there is no pressure to reinforce such associ-

ations. In particular, these unpopular conventions include

form-meaning pairings that are utilised only by a small group

of agents and directly influence the decrease in the num-

ber of used words, as the unpopular associations die out

(strengthening the language and increasing the coherence).

Next, the system is again faced with the problem of minor-

ity, i.e. the process of alignment slows down. In particular,

we note that as the phenomena with relatively small prob-

ability need to trigger, there is a large number of iterations

that do not directly result in a significant change in the co-

herence rate, i.e. we can note that an individual association in

a population makes only for a tiny fraction of the coherence

– (N ·
(

0.5 · ‖E‖ · (P2 − P)
)−1

), where N is the number of

agents already using a particular convention). Nevertheless,

during that stage of system’s dynamics a particular change in

the behaviour is observed. For instance, a flattening out trend

is observed (at about iteration 1800-2000) in the decrease of

the average number of used words. Again such a situation

can be attributed to the ongoing problem of events with low

probability.

The fourth stage is a stabilisation phase, where all of

the aforementioned measures, and as such the entire pro-

cess, stabilises at a maximal coherence state. In particular, all

agents share the same naming convention and can success-

fully communicate with each other. Moreover, once a form-

meaning pairing is established and shared (within the pop-

ulation), i.e. all agents utilise the same naming convention,

every future interaction results in no particular change in the

lexicon, i.e. no other form-meaning pair can dominate the
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lexicon. For instance, the coherence rate reaches its maxi-

mum (1), average language words strength reaches its maxi-

mum (1), and the average number of used words stabilises at

the value equal to the number of objects in the environment

(10), i.e. establishing a one-to-one lexicon. It should be un-

derlined that once the system enters such a state without any

external perturbation, it cannot leave it, i.e. it is a stable state

of the system.

In particular, we note that the underlying behaviour of

the system is similar to both of the ICSL and INT strategies

(see Fig. 3 and Fig. 5) and is perfectly in line with the results

obtained by other researchers. For instance, the basic differ-

ence between the settings with global word creation (without

unique words) and settings with local word creation (with

unique words) is of the same nature, i.e. the initial rapid in-

crease of coherence that swiftly decreases and the substantial

difference in the maximal number of used words. Moreover,

it also represents the four stage dynamics, where the initial

associations are established at first. Next, the initial hooks

are further developed and accompanied by novel words, and

consequently new form-meaning paring possibilities. After

reaching a full lexicon, i.e. when there is no need to introduce

new words: all of the available objects are already named by

all of the agents, the available space of possible associations

is pruned, i.e. dominating associations (due to the particu-

lar realisation of the probabilistic nature of interactions) are

enforced. Further, the pruning continues at a lowering rate

with the ongoing interactions, as the less probable events are

needed to complete the alignment. Finally, as in the afore-

mentioned approaches, the process stabilises at a maximum

coherence rate with one-to-one lexicons shared among the

interacting agents.

Concluding, we can note some basic properties of the

pair-wise interaction pattern (with ICSL strategy – see Fig. 3

and Tab. 1), i.e. the number of used words: 20-21 after 1300-

1500 iterations without unique words and 36-37 after 800-

1000 iterations with unique words, total number of words -

21-23 without unique words and 38-40 with unique words,

average number of invented words – 10-12 without unique

words and 6-7 with unique words, and coherence rate of

0.8 after 1400-1600 iterations with unique words and 1700-

1900 iterations without unique words, of 0.9 after roughly

1700-1900 iterations with unique words and 2000-2200 iter-

ations without unique words, and full coherence after around

2500-2700 iterations with unique words and 3000-3200 iter-

ations without unique words. For the sake of completeness,

we also note the basic properties of the pair-wise interac-

tion pattern (with INT strategy – see Fig. 5), i.e. the num-

ber of used words: 20-21 after 1200-1400 iterations with-

out unique words and 36-37 after 900-1000 iterations with

unique words, total number of words – 25-26 without unique

words and 43-44 with unique words, average number of in-

vented words – 12-13 without unique words and 6-7 with

unique words, and coherence rate of 0.8 after 1500-1800 it-

erations, of 0.9 after roughly 1900-2100 iterations, and full

coherence after around 3000-3200 iterations. These baseline

values will be further used as reference points for the ex-

tended model settings.

V. 2. Multi-Participant Pattern – multiple speakers

We begin by studying the case of multiple speakers (see

Fig. 4). Just to clarify, the number of speakers indicates

how many agents in a single interaction play the role of

the speaker with a single fixed hearer. At first, introduction

of multiple speakers results in significant gain in terms of

performance (iteration-wise) that slowly diminishes as more

agents are involved in the role of the speakers. Yet there

is a drastic decrease in the number of iterations needed for

the alignment processes to reach a particular level of coher-

ence. For instance, in a settings where only two speakers

are involved in interaction full coherence requires on aver-

age 1400 iterations, whereas with five speakers this require-

ment decreases to an average of 750 iterations (nearly half).

We should note that the proper interpretation of the gain is

not straightforward. In particular, as each iteration involves

multiple acts of learning episodes it is somewhat unclear

whether there is a particular decrease. On the other hand,

the internal communications within a single interaction are

bounded to a particular context and a single hearer as such

they do not represent the full diversity of the original set-

tings. Consequently, we tend to treat the observed behaviour

as a particular gain in the alignment processes.

Using the Levenberg-Marquardt algorithm to solve the

least squares curve fitting problem, we can try fitting a power

function axb+c to the obtained scaling property (the number

of iterations needed to reach full coherence in the changing

number of subiterations). We can note that for Int strategy

the resultant is roughly 1550.77x−1.196 + 521.93 and the

fit is really good, i.e. the mean least square error is around

17.45 (69.80 in total). Moreover, the obtained fits for other

strategies resemble a more significant error.

Further we can note that with the increasing number of

subiterations there is a resultant increase in the number of

words (see Fig. 6). In particular, the more speakers there are,

in a single context setting, the more words need to be stored

in the system, and also more words are used. This increase

is due to the underlying increase in the number of iterations

a particular agent plays the role of a speaker in its initial

phase, i.e. where the lexicon is or is nearly empty. Conse-

quently, the agent is required to invent new names for the yet

unnamed objects. Moreover, the agents rarely play the role

of a hearer, as compared to the number of times a word is ut-

tered. These all aspects of the situation lead to the observed

increase in the needed words with the increasing number of

speakers per interaction.

V. 3. Multi-Participant Pattern – multiple hearers

Next, we turn our attention to the settings where multi-

ple hearers engage in a single interaction. In particular, we
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Fig. 4. Multiple Speakers (Coherence Rate) – Int (left column), ICSL (right column) without unique words (bottom row) and with unique
words (top row)

assume that a single speaker broadcasts its word to a given

set of hearers that all share the same current state of the en-

vironment: the context. Such a case resembles a relatively

common situation in embodied multi-agent systems, where

a group of individual system units meet in a particular spot

and engages in communication. Still, from the point of view

of the language game model these settings again fall outside

of the original formulation and represent a particular formu-

lation of the problem that was left out in the current research.

First we should note that due to the lack of a feedback

loop between the speaker and the hearer (as there is no ad-

ditional signalling pattern available to the agent) at a single

episode only the hearer modifies its lexicon (despite a few

situations where the speaker invents novel words). Conse-

quently, increasing the number of hearers in a single episode

increases the number of concurrent changes in the lexicons

within the population. As such we can predict that the more

hearers are engaged in a single interplay, the better the per-

formance of the alignment processes is. Precisely, the ob-

tained results (see Fig. 8) perfectly follow the aforemen-

tioned behaviour. In particular, the increasing number of

hearers involved in a single interaction results in an increas-

ing gain in terms of the number of iterations needed to reach

a particular coherence rate. For instance, settings with two

Tab. 1. Pair-wise interaction pattern

ICSL INT

unique non-unique unique non-unique

max (µUW ) 20-21 36-37 20-21 36-37

iter. to max (µUW ) 1300-1500 800-1000 1200-1400 900-1000

µTW 21-23 38-40 25-26 43-44

µLC = 0.8 1400-1600 1700-1900 1500-1700 1600-1800

µLC = 0.9 1700-1900 2000-2200 1900-2100 2100-2200

µLC = 1 2500-2700 3000-3200 3000-3200 3200-3400
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hearers require roughly 1000-1200 iterations, whereas set-

tings of five hearers require around 200-300 iterations (4-5
times less).

Moreover, the studied settings also affect the word wise

performance. In particular, the increasing number of agents

results in a significant decrease of the number of words used

and needed by the population. This is a direct consequence

of the fact that, opposite to the multiple speaker settings, it

is relatively easy to be a hearing agent than a speaker. Fur-

ther, as only the speaker can invent novel words it is more

probable that a particular agent will engage in an interaction

concerning a given object as a hearer than speaker. Conse-

quently, as it already registered a word for that object there

is no need to invent a new one. Certainly, after multiple in-

teractions and due to the synonymy dampening procedures

the agent might end up introducing a novel word. However,

still this early explosion of words in the original settings is

significantly bounded in the case of multiple hearers.

V. 4. Practical Aspects

Concluding, we can note that from the alignment’s pro-

cess perspective it is preferred to have multiple hearers en-

gaging in a single interaction rather than multiple speak-

ers, i.e. in terms of iteration-wise performance (see Fig. 11).

This follows the common-sense interpretation of such set-

tings, as the ability of the system to perform local broadcast

rather than one-to-one communication. Nevertheless, such

a situation where multiple agents need to engage in the same

episode is hard to be maintained in a real life application

scenario. Nevertheless, we can also note that performance
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Fig. 6. Multiple Speakers (Number of words) – Int (left column), ICSL (right column) without unique words (top row) and with unique
words (bottom row)
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wise it is better to involve multiple hearers in a single in-

teraction rather than engage them in multiple dialogue-like

interactions (see Fig. 11).

From a practical point of view, we can distinguish several

important aspects of the language alignment processes in an

extended model of communication. The pragmatic approach

is directly related to a particular design task in which a de-

signer (of an embodied multi-agent system) needs to address

a few basic questions related to the alignment processes.

The designer needs to evaluate whether the settings of

the embodied system allow the population of autonomous

agents to develop a coherent naming convention and whether

the development can be realised in a given time frame and

with given resources. If these settings are in line with the re-
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Fig. 9. Multiple Hearers (Number of words) – Int (left column), ICSL (right column) without unique words (top row) and with unique
words (bottom row)

quirements defined by the LGM, then the situation is simple.

Otherwise, for instance in a situation in which a strict single-

stage and pair-wise interaction cannot be enforced, the de-

signer is compelled to perform additional evaluation. From

such a point of view, the presented research gives the de-

signer valuable insights into the alignment processes in the

extended settings, i.e. multi-participant interaction.

We can note that in terms of time-related aspect of the

alignment processes allowing the system to engage multiple

hearers and/or speakers in an interaction can significantly

lower the number of interactions needed to reach a certain

coherence (Sec. V. 2. and Sec. V. 3.), etc. However, in terms

of resource consumption aspect of the alignment processes

allowing the system to engage multiple hearers in an interac-

tion can significantly lower these demands (Sec. V. 3.), etc.
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VI. CONCLUSIONS

In this paper we focused on the extended settings of the

naming game without feedback, i.e. settings that are outside

of the original formulation of the LGM.

We provided a concise meta-model of the multi-agent

system capable of aligning a simple object-language. Most

importantly, the introduced model covers the classical for-

mulation of language game and allows for a set of certain

extensions that fall outside of the original formulation of the

LGM. As such, it provides a general structure of a system

capable of involving in a naming game.
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The extension we focused on involves a multi-participant

interaction pattern in a single episode of the naming game.

We study the influence of different interaction patterns on

the performance of the alignment processes. In particular, we

managed to test the performance in a basic pair-wise interac-

tion pattern against extended interaction patterns of multiple

hearers and multiple speakers.

We showed that the extended settings of multiple hear-

ers/speakers communication pattern still result in an ability

of the multi-agent system to reach a coherent naming con-

vention. Moreover, the dynamic behaviour of the alignment

processes is of a similar nature. Nevertheless, the extended

settings of multiple hearers/speakers communication pattern

result in a significant gain in terms of performance (iteration-

wise performance). In particular the increasing number of

speakers in a fixed context settings results in a decrease of

the number of iterations needed to reach a particular level

of coherence. Moreover, the increasing number of hearers

in a fixed context settings results in an even greater de-

crease of the number of iterations needed to reach a particu-

lar level of coherence. However, such a gain in the multiple

speakers case is possible at the cost of the increased number

of words, thus requiring additional memory resources and

greater computation power. In general, we can note that the

more open a society of agents is, i.e. the agents are oriented

towards hearing, the quicker the alignment processes are.

It should be mentioned that the presented simulation-

based analysis is solely focused on the effects of different in-

teraction models on the dynamic behaviour of the alignment

processes. As such, the performed evaluation involved only

an isolated study of different interaction patterns, whereas

a more complex study could extend the presented approach

to a case of non-idealised perception settings, non-uniform

selection strategies and/or non-uniform environment charac-

teristics.
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