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Abstract: This study describes the methodology that was developed to run a Molecular Dynamics Simulation (MDS) code to simulate the behaviour of a single nanoparticle dispersing in a fluid with a temperature gradient. A soft disk model described by the Lennard-Jones potential is used to simulate the system. The nanoparticle is assembled via the use of four subdomains of interatomic interactions and hence presents in full resolution the transfer of energy from the fluid-to-solid-to-fluid subdomains. A cluster computing system (HTCondor) was used to perform a large scale deployment of the MDS code. The obtained showcase results were successfully evaluated using three widely documented tests from the associated literature (Randomness, Radial Distribution and Velocity Autocorrelation Distribution Functions). It was discovered that the nanoparticle travels a larger distance in the fluid than the distance travelled by a fluid molecule (recovery region). The findings were confirmed by calculating the Green-Kubo self-diffusivity coefficient halfway through the simulation at which an enhancement of 156% was discovered in favour of the Nanoparticle. This might be the physical mechanism responsible for the experimentally observed thermal performance enhancement in nanofluids.
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I. BACKGROUND

Nanofluids are binary mixtures consisting of a carrier/base fluid (usually conventional coolants) and a small volumetric concentration (ranging from sub 1% up to 10%) of solid particles with a size of usually less than 100 nm. They were invented by Choi [1] in the mid-nineties initially as an alternative to micron sized solids used inside conventional coolants to increase their thermal conductivity. The original idea was that nanoparticles instead of micron particles would create less erosion problems by abrasion on the coolant conveying channels and reduce sedimentation issues usually encountered with micron sized particles. However, adding small quantities of nanoparticles to fluids proved experimentally to be more beneficial than initially expected as a very small addition of nanoparticles leads to a high thermal enhancement over the carrier fluid, which, so far, cannot be fully explained using the classic thermodynamic models. Enhancements of the order of 9%, 10-14%, 40-44% and 100-200% were observed by the majority of researchers for the purely conductive, mixed conductive/convective, pool boiling and critical heat flux heat transfer modes, which promises a step change to the overall performance of heat transfer related applications [1, 2].

Apart from the thermal performance benefits of nanofluids over conventional fluids, secondary functions make them highly desirable by designers of thermal processes. Nanofluids provide an opportunity to custom build coolants to suit specific purposes, since the number of available degrees of freedom increases significantly relative to normal coolants. Apart from the conventional coolant chemical composition, temperature of application and flow state, nanofluids offer another set of tuneable parameters such as nanoparticle material, size, shape and concentration, all of which are expected to have a direct effect on the thermal conductivity characteristics. As such, since 2000 and onwards, nanofluid research has been increasing almost exponentially in order to understand the heat transfer mechanisms that enable their
augmented thermal performance as well as quantifying the effects of the tuneable parameters on the overall heat transfer enhancement [3-18].

Previous theoretical investigations, including Molecular Dynamic Simulations (MDS) studies, have not been conclusive in providing a definitive explanation regarding the thermal heat transfer mechanisms employed by nanofluids. This has been the case as the investigators frequently modelled the problem using several assumptions regarding the nature of the fluid and the heat propagation it employs [2, 8, 9, 17-22]. Theoretical investigations usually simulate nanofluids using classical thermodynamic principles applied to a single phase modelled fluid. Various correlations regarding the heat propagation values based on previous experiments are used to tune these models. In this type of studies, there is no physical modelling of the nanoparticles themselves or their interaction with the basefluid. This approach makes it impossible to discover the real nature of heat transfer as well as to predict the general thermal performance of these two-phase fluids, since the mechanisms of heat transfer are mainly pre-determined from the domain set up and rely on correlations that might not extrapolate to the more general case. From a previous study by the current authors [2], it was discovered that there is a large diversity between experimental results obtained from various research groups around the world. This happens due to the lack of standardisation of nanofluid preparation, type and experimentation. Therefore, it becomes difficult to tune theoretical investigations by using measured thermal performance correlations generalised across the nanofluids domain, since such correlations may depend on a specific method of nanofluid preparation, type and experimentation. MDS studies come to solve this issue by resolving the nanoparticle and fluid interactions and, hence, allow the system to evolve under its own dynamics and kinematics rather predetermining it from the domain set up. These simulations require a vast amount of computational power to fully resolve the interactions involved. As such, in these studies, domain simplification is something, which is usually employed to reduce computational burden. The most usual method is by switching between the molecular and macroscopic domain, namely parts of the domain are simulated via a simple classical thermodynamics analytical model and the calculated values are then passed through to the parts of the domain simulated using molecular dynamics. Usually, simplistic analytical models are used to simulate the heat transfer through the nanoparticles, while the nanoparticles themselves are considered circular or spherical with no surface texture in the 2D and 3D cases correspondingly. Even though the inner analytical models used to simulate heat transfer through the nanoparticles are well established from classical thermodynamics (single phase heat transfer), this presents a plethora of adverse complications arising of how these solutions are coupled with the molecular dynamic parts of the domain. The transfer of heat between the nanoparticle surface and the surrounding fluid molecules is very complex. The interaction of the nanoparticle surface and the surrounding fluid, which leads to an exchange of energy, are heavily dependent on the nanoparticle surface, orientation, surface energy content resolution, texture and nanoparticle dynamics and kinematics (including nanoparticle spin). The simplified models usually assume a 2D/3D linear transfer of energy across a circular/spherical nanoparticle with no surface texture, no spin and uniform surface energy content, which in its entirety ignore these factors. This has the adverse effect of dictating an unnatural and highly simplified overall method of heat transfer, which is expected to interfere with the final results. More complex MDS simulations try to resolve this issue by creating detailed models of the atomic form and bonds of every molecule involved in the solution. These models usually require even more computational power, hence more simplifications and assumptions are still carried onwards from classical thermodynamics, which makes it very hard to prove whether each and every one of them might have an effect on the final solution. To sum up, the outcomes from theoretical and MDS studies found in the literature might have been affected by the assumed modelling processes. There is hence a necessity to break up the task into its simplest form and with the least amount of assumptions create a model detailed enough to study the heat propagation mechanisms in nanofluids from first principles.

This study aims to investigate the conductive heat transfer mode mechanism through a simplified, single particle nanofluid. This is achieved via a Molecular Dynamics Simulation code, which is composed to study the dynamic dispersion of a nanoparticle, which has a surface structure and is not assumed to be spherical, and compare this to the corresponding dispersion of a fluid molecule. Single fluid atom and nanoparticle tracking is used throughout the simulations to be able to extract the molecular path data required. This process has to be repeated thousands of times in order to obtain the statistics of the nanoparticle dispersion process with low statistical uncertainty. The code is deployed at a computational scale of the order of millions of Central Processing Unit (CPU) hours with a minimum domain size of 1600 atoms. This makes it impossible to run the code on a single conventional computer system as a vast amount of high throughput computational power is required to run thousands of simulations and be able to extract macroscopic statistical thermodynamic data from a chaotic domain behaviour. As such, a cluster computing system (HTCondor§) had to be used. The MDS model makes no assumptions regarding the macroscopic thermodynamic quantities of the fluid, while the domain set up is such that preserves the simplicity of molecular collisions. The associated macroscopic thermodynamic quantities of the system are calculated via usual statistical molecular dynamics analysis performed for each simulation run at the post-processing stage of the results. The system is chaotic in its nature; namely, any change in the energy content at each point of the system will affect its evolution. As such, the system is initiated at
II. METHODS

This section contains the methodology followed to design and deploy the code via the HTCondor cluster.

II. 1. General domain set-up

This section describes the methodology followed to assemble, test, benchmark and run the MDS code routines.

II. 1.1. MDS core Code

The core of the MDS code, taken from the literature [23], is written in Fortran 90 and compiled via Microsoft Visual Studio 2008 on a Windows platform (Windows XP and later on Windows 7). The simplified Lennard-Jones potential model (Eq. 1) is used to simulate the forces between liquid argon atoms in the domain (Eq. 2). Eq. 2 can be derived upon integration of the operation of the MDS code and the presentation of initial results that propose an explanation of the physics leading to enhanced heat transfer in nanofluids. The paper ends with a summary of the main findings.

\[ u_{ij} = 4 \varepsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} \right] + \varepsilon, \quad |r_{ij}| \leq r_c = 2^{\frac{1}{6}} \sigma \]

\[ f_{ij} = \begin{cases} \left( \frac{48 \varepsilon}{\sigma^6} \right) \left[ \left( \frac{\sigma}{r_{ij}} \right)^{14} - \frac{1}{2} \left( \frac{\sigma}{r_{ij}} \right)^{8} \right] r_{ij}, & |r_{ij}| \leq r_c \\ 0, & \text{otherwise} \end{cases} \]

\[ m \ddot{r}_i = F_i = \sum_{j=1}^{N_a} f_{ij} \]

where:

- \( f_{ij} \) – force vector between the \( i^{th} \) and \( j^{th} \) pair of atoms,
- \( m \) – atomic mass,
- \( N_a \) – number of atoms in the domain,
- \( r_{ij} \) – distance vector between the \( i^{th} \) and \( j^{th} \) pair of atoms,
- \( \dot{r}_i \) – acceleration vector of the \( i^{th} \) atom,
- \( u_{ij} \) – potential energy vector between the \( i^{th} \) and \( j^{th} \) pair of atoms,
- \( \varepsilon \) – strength of interaction,
- \( \sigma \) – characteristic length scale,
- \( r_c \) – cut-off distance at which we assume that the attractive tail of the model is no longer significant.

It can be concluded from equations 2 and 3 that the controlling dimensional parameters of the system are \( \sigma, m \) and \( \varepsilon \). Non-dimensionalisation of the system is achieved by substituting \( r \) with \( r \sigma \) for the units of length, \( e \) with \( e \varepsilon \) for the units of energy and \( t \) with \( t \sqrt{m \sigma^2 / \varepsilon} \) for the units of time. As a result, the equation of motion is reduced to non-dimensional units in Eq. 4.

\[ \ddot{r}_i = 48 \sum_{j(\neq i)} \left( r_{ij}^{-14} - \frac{1}{2} r_{ij}^{-8} \right) r_{ij} \]

The model is used in its 2D form with periodic boundaries on the \( x \) and \( y \) axes forming the surface of a torus. To ensure that any wraparound effects are avoided (a paradox of having a perturbation from an atom travelling around the smallest wrap-around dimension(s) of the torus and returning to self-affect/excite the atom), the domain dimensions are chosen to be much larger than the cut-off distance of the molecules (the cut-off distance is the distance that defines the extent of the interaction force field for each molecule in the domain). The system is initialised with each atom uniformly distributed in the assigned domain area using a desired density and initial system temperature. The initialisation process aims, firstly, to define the average intermolecular spacing, according to user-selected number of atoms and density, and, secondly, to assign random velocity components to each atom, thus ensuring that the system depicts a collection of atoms at a given time. An equilibration process is applied only once on the first iteration uniformly across the domain and after the velocity vector assignment to ensure that the system is initialised at the given initial temperature. The system is subsequently left to reach a steady state without any more invasive controls on the energy content of the system. The integration of the equations of motion is solved numerically using the “leapfrog” method.

The domain is initialised with a fixed density of 0.8 Non Dimensional Units (NDU) and a temperature of 1 NDU across the simulations performed. This translates to a square domain size length (L) according to Eq. 5 and an initial indicative velocity magnitude sum for the first iteration, used for equilibration, given by Eq. 6.

\[ L = \sqrt{\frac{N_a}{\rho}} \]

\[ T = \frac{1}{dN_a} \sum_i v_i^2 \]
where
\(d\) – number of dimensions (here \(d = 2\) since a 2D system is used),
\(T\) – initial temperature of the system,
\(\rho\) – overall number density of system.

The system reaches steady state in this configuration after the 5000th iteration, which corresponds to a Non Dimensional (ND) time of 25 units. A time step of 0.005 NDU is selected, which for argon liquid atoms corresponds to a real time of approximately \(10^{-14}\) seconds – a typical value used for MDS simulations to ensure stability and accuracy. The link between the theoretical MDS calculations presented in this study and a real ensemble of monoatomic molecules will be that of liquid argon.

Soft disks are used to represent the fluid molecules in this investigation while the fabrication of the nanoparticle will also translate to an assembly of these disks with altered force relations. This path is preferred, instead of modelling the exact chemistry of nanofluids, as the domain modelling remains simple and requires fewer assumptions to set up which might, in their turn, affect the overall solution.

II. 1. 2. MDS Code extensions – boundaries and temperature gradient

The core model represented an infinite system, namely a system at which there are no boundaries in any dimension as those are handled by a wraparound function. It was desired to use a semi-infinite system with one dimension being infinite (horizontal \(x\)-axis direction), while bounding the system in the vertical dimension (\(y\)-axis). This system transformation in space can be envisaged by a shape change from a full toric surface into a cylindrical surface. This was required in order to be able to apply a finite temperature gradient in a bound coordinate and investigate the molecular motion across it without the implications of a wraparound coordinate.

“Walls” are created at the extremes of the \(y\)-coordinate. The walls are stochastic, which means that the walls do not have any physical constituency (they are not represented by a fixed chain of atoms or forces at a given location), but an arbitrary theoretical one. The theoretical location of the wall is marked (i.e. the end of a half domain length with the coordinate system centred at the geometrical centre of the domain). The code will detect if any atoms are about to cross the imaginary wall boundary and before updating their location during the next iteration, their location and their \(y\)-velocity components will be corrected so as to reflect off the “wall” and return into the domain. This is a hard-wall correction, which does not represent a true physical process and hence leads to minor energy leakages. Nevertheless, it is a simple and typical model used for this type of applications, which will allow heat to be extracted or added to the system.

A linear temperature gradient is achieved across the \(y\)-direction by regulating the “temperature” of the walls. Keeping the temperature of the lower wall to 1 NDU, it is possible to induce a temperature gradient in the system by increasing the temperature of the top wall. The regulation of wall temperature is achieved by the hard wall routines. Every time an atom reflects on the fixed boundaries, its velocity magnitude components can be altered to represent an isotropic energy transfer to the atom. The history of the velocity magnitudes prior to reflection is logged and an indicative “single atomic temperature” purely based on the kinetic energy of the atom is calculated. If the temperature is different than the prescribed “wall temperature”, the code decides if the atom will lose energy (atom hotter than wall) or gain energy (atom is colder than wall) to equilibrate the atomic temperature with the wall temperature during a wall collision. The energy transfer is performed isotropically by matching the overall atomic magnitude to the wall temperature, while preserving the reflection angles and hence the angles of the reflected velocity component.

II. 1. 3. Nanoparticle assembly and handling processes

Two approaches were followed to assemble the nanoparticle. The first approach – which required less computational power and complexity – was the “oil droplet” model. This model was developed to allow the initial formation and validation of the routines without the need of a supercomputer. This is achieved by limiting to a large extent the detail of interatomic interactions. Following the validation of this code extension, it was possible to advance to the final “solid particle” model [24] at which a more elaborate procedure is followed to assemble the nanoparticles, while the computational time for the simulations increases significantly. The final assembly routines are based on [24]. The theory behind the two models for nanoparticle assembly is described below, which have been selected in order to generate a realistic nanoparticle, which does not have a spherical shape.

(a) The “oil droplet” model

The initial attempts to form a more crystal like particle followed a simple “oil droplet” approach. An atom was selected from the domain and its interatomic attraction value \(\varepsilon\) was increased from the nominal 1 NDU to a larger value. This enabled the formation of more rigid bonds between the Argon atoms forming the oil droplet. The larger the \(\varepsilon\) value, the greater the effects of bond strength variations around the atom. This model was simple and did not require much computational power to conclude hence, the initial model of nanoparticle assembly tested and helped forming the final extensions for the MDS computation and the post-processing codes.

The model, however, had limitations, which required a more detailed approach. The main limitations arising from the preliminary model were the inability to form a crystallic solid with a fixed size as well as performing any solid-solid and solid-fluid interactions. Cross-correlation routines (Eq. 7) were used to define the boundaries of the oil droplet.

\[
\text{CCR}(r_i) = \hat{v}_i \cdot \hat{v}_{NP}
\]  (7)
walls while the fluid-oil droplet interactions were performed where CCR(\(v_i\)) = \(v_{NP} \cdot v_i\) – cross correlation function value for the molecule “i” located at a distance \(r\) from the central “oil droplet” molecule.

A spatial velocity cross correlation function was used to correlate the velocity field of the centre of the “oil droplet” to the surrounding molecules at a fixed time. The CCR(\(v_i\)) gives peaks of the directional vector matching of the nanoparticle centre velocity vector with that of the neighbouring atoms. The CCR(\(v_i\)) ranges from -1 to +1, with +1 being a case of perfect velocity directional matching and -1 an antiphase velocity vector directional matching of 180°. The peaks of the CCR(\(v_i\)) are expected to mark the atoms, which on average move in the same direction as the central nanoparticle atom, hence identifying a cluster formation. A lower threshold peak value magnitude of less than 1 was used to acknowledge a match in order to allow for small directional mismatching due to the motion of atoms inside the oil droplet domain.

Other quantities apart from the unit vectors were also introduced in parallel (such as velocity magnitude and local temperature matching) using simpler approaches than Eq. 7; however, the correlation functions gave small and indistinct peaks. This indicated that the oil droplet formed was highly volatile and unstable with no defined boundaries in between the droplet and the rest of the fluid atoms, as there was an absence of the needed intermolecular forces and interactions to create them. The shape and mass of the droplet was changing continuously from collisions with other fluid atoms or the walls while the fluid-oil droplet interactions were performed similarly to fluid-fluid interactions in order to simplify the scripts and reduce the required computational power.

(b) The “solid particle” model

The limitations of the “oil droplet” model led to the development of a more elaborate, computationally demanding and highly complex assembly approach, based on the ‘solid particle’ model [24]. The solid particle is assembled by the formation of 3 subdomains inside the main domain, as shown in Fig. 1, which are the core of the particle, subdomain A, the surface of the particle, subdomain B, and the surroundings of the particle, where the fluid argon atoms exist, subdomain C. The atoms in each subdomain are assigned a different value for their interatomic potential force parameter \(\varepsilon\). Subdomain A atoms have an \(\varepsilon_A\) of 5 NDU, subdomain B an \(\varepsilon_B\) of 2 NDU and subdomain C an \(\varepsilon_C\) of 1 NDU (as commonly used in other MDS simulations [24]). A surface domain is required to limit “evaporation” effects occurring by collisions on the surface of the particle and loss of mass.

A radial selection of atoms is executed to assemble the nanoparticle. This is done by selecting an atom, which is regarded as the central atom of the nanoparticle from which the subdomains are radially and concentrically created according to the considered nanoparticle size (subdomain B is kept at a fixed width of 1 NDU). If an atom changes subdomains throughout the simulation, then its \(\varepsilon\) parameter is automatically updated to match that of the prescribed subdomain. Eq. 4 is altered to accommodate the effective interatomic attraction parameter \(\varepsilon_{eff}\) (equations 8 and 9) of the combination of forces involved by the interaction of atoms in different subdomains with each other. There are 3! force combination pairs involved (A-A, B-B, C-C, A-B, A-C, B-C as denoted by their subdomain characterisation letters) arising from the various subdomain characteristics and according to the given location of the atomic pairs \(i\)\(j\) under consideration.

\[
\dot{r}_i = 48\varepsilon_{eff} \sum_{j(\neq i)} \left( r_{ij}^{-14} - \frac{1}{2} r_{ij}^{-8} \right) r_{ij} \quad (8)
\]

\[
\varepsilon_{eff} = \varepsilon_i\varepsilon_j \quad (9)
\]

This approach assembles nanoparticles, which are stable, while the surface evaporation is limited by the use of a surface subdomain. An automatic replenishment is limited by the use of a surface subdomain. An automatic replenishment of lost nanoparticle constituent atoms is performed during each iteration, in order to ensure that the generated nanoparticles retain their size and mass. A crystal-like core is expected to be formed (subdomain A), which still allows limited motion between the bound atoms thus simulating more realistically the energy transitions through the nanoparticle.

II. 1. 4. Evaluation of developed MDS code

The evaluation of the developed MDS code was performed using data from [23]. The data included system properties such as temperature (Eq. 6), kinetic energy (Eq. 10), potential energy (Eq. 11), total energy (sum of kinetic and potential energies of the system) and system pressure (Eq. 12).
Convergence tests were additionally performed to detect system instabilities on the same quantities using different running durations of the simulation.

\[ E_k = \frac{1}{2N_a} \sum_{i=1}^{N_a} v_i^2 \]  \hspace{1cm} (10)

\[ E_u = \frac{4}{N_a} \sum_{1 \leq i < j \leq N_a} (r_{ij}^{-12} - r_{ij}^{-6}) \]  \hspace{1cm} (11)

\[ P = \frac{1}{A} \left[ N_a T + \frac{1}{d} \left( \sum_{i=1}^{N_a} r_i \cdot F_i \right) \right] \]  \hspace{1cm} (12)

where
\( E_k \) – kinetic energy of system,
\( E_u \) – potential energy of system,
\( P \) – system pressure.

For the heated system, it was discovered that with all of the core extensions in place the system properties reach a steady state on average after 20-30 thousand iterations, which corresponds to a ND time of 100-150 units (where the temperature of the system reaches a plateau). Without any energy input (hot wall temperature the same as cold wall temperature), a significant energy leakage was present. The energy leakage was following an exponential trend with the system being drained of 50% of its initial total energy after 100 thousand iterations and 98% of its total energy after 1 million iterations. The leak was compensated for and the system reached steady state with the application of a temperature surplus compared to the initialisation state as small as 0.16 NDU (for comparison the minimum temperature difference used for the parametric studies performed was 1 NDU). The leakage is arising from the implementation of the hard wall model.

The validity of the system with the addition of the extensions was also verified via two test processes. The first was a comparison of the randomness distribution functions (Eq. 13, Fig. 2) [25, 26], which provides information regarding the atomic distribution in the domain. The domain is sub divided into regions (grid division) and the atomic number inside each grid is compared to the expected one in order to form an atomic distribution map. This test was performed without the nanoparticle assembly routines active as the system atomic distribution is altered with the formation of nanoparticles hence comparisons with the reference cases (core code with no extensions) is no longer possible. A good agreement with the reference core code was achieved after the extensions were activated, hence it can be concluded that the extensions have no effect on the normal operation of the domain.

\[ D = \frac{\sigma_{\text{grid}}^2 - \lambda_{\text{grid}}^2}{\lambda_{\text{grid}}} \]  \hspace{1cm} (13)

where
\( D \) – randomness function value,
\( \sigma_{\text{grid}} \) – standard deviation of atomic numbers in each grid cell counted,
\( \lambda_{\text{grid}} \) – expected number of atoms in each grid cell.

The radial distribution function (RDF) was also employed as a validation test. This function provides information regarding the atomic concentration ring bands as seen by an atom at their centre (Eq. 14).

\[ g(r) = \frac{N(r)}{\Delta V(r) / \sigma}, \]  \hspace{1cm} (14)

where
\( g(r) \) – radial distribution function value of the \( r^{th} \) ring from the central atom,
\( N(r) \) – number of atoms in the \( r^{th} \) ring from the central atom,
\( \Delta V(r) \) – elemental volume (corresponding ring area in a 2D domain) of the \( r^{th} \) ring from the central atom.

The peaks and crests of the function, their spacing and amplitude provide a full profile regarding the structure of the domain (all of the thermodynamic quantities of the system can be resolved using the RDF function). The results (Fig. 3) were in agreement with similar ones found in the literature for the Lennard-Jones model [23, 24, 27] for the “calibration” RDF function plot, where the system is used with all but the nanoparticle assembly MDS code extensions activated. For the “Nanoparticle” RDF function plot (Fig. 3), all the
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MDS code extensions are activated and the RDF function is similar to the RDF functions found in the literature regarding crystallic solid dendrimers in fluid/gas mixtures [24, 27-29]. An averaging process of 1000 iterations is used to assemble the RDF functions for both samples. It is evident that the process used to assemble the Nanoparticle is creating a compound structure arrangement resembling that of a solid. The process of nanoparticle assembly involves “freezing” the selected atom arrangement and imposing a crystallic inter-molecular force profile. As a result, this produces a crystalline structure with less density than the surrounding fluid Argon atoms, as indicated in Fig. 3. The structure has similar RDF profile to that of a dendrimer. The RDF tends to a value, which is slightly sub-one NDU for longer radial distances, indicating a marginally reduced density (of about 5%) compared to the theoretical one. This is due to the small deficit of molecules left in the fluid domain, because a number of them were used for the Nanoparticle assembly. The nanoparticle for this investigation had a radius of 7 NDU of length, which corresponds to a mapped real nanoparticle size of 2nm. A fixed temperature gradient, for both cases, of 0.02 NDU of temperature per NDU of length is also imposed.

\[
\text{VACF} = \langle V(t_1) \cdot V(t_1 + t') \rangle, \quad t_1 \leq t' \leq t_2
\]  

(15)

\[
VACF_N = \left\langle \frac{V(t_1) \cdot V(t_1 + t')}{|V^2(t_1)|} \right\rangle, \quad t_1 \leq t' \leq t_2
\]  

(16)

\[
D_{\text{self}} = \frac{1}{3} \int_{t_1}^{t_2} \langle V(t_1) \cdot V(t_1 + t') \rangle \, dt', \quad (17)
\]

where

- \(D_{\text{self}}\) – self-diffusion coefficient
- \(t_1, t_2\) – reference times where the diffusivity investigation initiates \((t_1)\) and ends \((t_2)\)
- \(t'\) – integral time variable
- \(V\) – atomic velocity vector

The domain has a size of 56×56 atoms with a temperature gradient of 0.02 NDU of temperature per NDU of length. The results are averaged across 1385 complete runs of the code (simulations) with a fixed simulation duration of 100k iterations. The number of runs used was the minimum to be able to provide a credible statistical outcome for the presented values.

Fig. 3 displays a normalised VACF plot for the first 0.5 out of the 5 ND time units considered in the investigation for the 50th iteration step (about half way through the simulation corresponding to a ND time of 250). Two data sets are plotted, one without a nanoparticle formation (calibration) and one with a nanoparticle of 2 nm in diameter in place. Both data sets indicate an exponential decay of the normalised VACF, which is in agreement with the literature [24, 30-32].
The self-diffusion coefficient for each iteration step was computed by using the trapezium rule with a linear unit step interval to calculate the integral of the VACF from a translated time of zero ND time units ($t_1$) up to the point where each plot first crosses the $x$-axis.

II. 1. 5. Randomisation process

Care was required to include suitable randomisation process that will allow the extraction of results as well as enabling the debugging process. During the design and validation of the code, the randomisation is required to create a random initialisation state of the system in time, which should be repeatable. This was achieved by fixing the native randomisation input argument ($t_i$) and hence setting up a random but frozen initialisation state of the system in time (state). The evolution in time of identical systems (simulation running time $t_{run}$), given the identical initialisation arguments ($t_i$), was the same; hence it was possible to study the effects each routine imposed on the system by studying the evolutionary system changes (state) compared to the standard basic timeline evolution of the domain (baseline).

In order to extract realistic statistical results on macroscopic thermodynamic phenomena from the code, a more elaborate randomisation process of the initialisation state needed to be performed. In the real world, the atoms in a domain are continuously moving (unless the domain is frozen to either its absolute zero temperature or in time) in a chaotic manner. Hence the system (state) is different at every instance ($t_i$ chosen to initiate the experiment must be a unique number). If it was possible to record full resolution snapshots of a thermodynamic system through time, the probability of getting exactly the same system state (same molecular speed, location and direction of every atom) as one in the past is impossible considering realistic timescales. The monotonic variable that gives rise to the random arrangements of the system in the real world is the time dimension ($t_{real}$). As such, in order to recreate the various system states that will model a realistic process, the randomisation process has to reproduce a different and unique initial state for each complete simulation under account. This was achieved by seeding the native randomisation routine of the code by a unique number ($t_{real}$), which links the domain time evolution (state) to the real time dimension. A diagram of the process described in this section can be found in Fig. 5.

The seeding process is using the high resolution timing facility of Windows 7 environment, which has a time resolution of 100 ns to retrieve the date-stamp ($t_{real}$) of the execution of the code (date and time are included). Each job is assigned sequentially to each core processor with a maximum period of job submission of the order of at least 30 ms (namely $t_{real}$ is always a unique number which increases monotonically). The core processors are synchronised with the Windows 7 environment time servers, hence it is assumed that they are all following the same timeline reference. It is hence possible to initialise the domain at a unique state (state) for the number of simulations performed for each parametric study.

II. 2. HTCondor environment set up

It was decided to employ a novel technique to run the vast amounts of simulations required for this study. This was based on HTCondor, which operates by taking advantage of the idling time of networked processors. In this case study, processing cores around the Imperial South Kensington campus belonging to networked computers, normally used for teaching, were employed to run the vast amount of calculations required. HTCondor was used to organise, distribute, run and monitor the calculations as well as collect the resulting data across the network back to an administration cluster built for this purpose. Thousands of CPU cores were successfully employed for this study. The current authors believe that the development of this path will enable institutions to proceed with high CPU load simulations using cheaper and more user approachable platforms than the ones traditionally used (Supercomputing clusters), which might be otherwise out of reach.

More information on the HTCondor set up including hardware set up for the administration cluster can be found in Appendix A.1.

Fig. 5. Diagram of randomization routines process followed
III. RESULTS AND DISCUSSION

Extended post processing and assessment of results was implemented through Matlab scripting. This provides a wide flexibility of tools, which are not available or are hard to employ using Fortran 90. This section presents the preliminary physical results of the code. System performance results under HTCondor operation can be found in Appendix A.3.

III. 1. Visualisation of the system

The visualisations of the fluid molecules and nanoparticle behaviour were implemented through Matlab that aided code development. Fig. 6 displays an example from a snapshot of a nanoparticle assembly under the “solid particle” model. Black dots represent fluid atoms, yellow dots represent nanoparticle surface atoms, green dots represent internal nanoparticle atoms while the red dot represents the central internal nanoparticle atom. It is evident that the nanoparticle structure is modelled in full resolution, hence the properties controlling energy transfer via dynamic and kinematic processes can be modelled exhaustively. Fig. 7 shows an example of a trajectory recorded for a nanoparticle. The main postprocessing approach uses locational data from the trajectory of the central atom inside the nanoparticle as well as the current domain set up of each data set and compares it to the trajectory data of a fluid atom released from the same location as the nanoparticle without the activation of the nanoparticle assembly routine. This is in order to extract the required path statistics for the reference baseline atom and the nanoparticle. Compression algorithms had to be developed and applied through Matlab to cope with the large volume of data collected. More information can be found in Appendix A.2.

III. 2. MDS showcase results

The results from an example run are included in this section as a showcase for the MDS, Matlab and HTCondor scripts and hardware. The study focuses on a 3136 atom domain (56 × 56) with an applied temperature gradient of 0.02 NDU of temperature per NDU of length. The nanoparticle has a radius of 7 ND length units, which corresponds to a physical mapped size of 2 nm (diameter).

Fig. 8 shows a plot of the average one dimensional distance vector (against the temperature gradient) followed by a fluid atom and a nanoparticle both released from the same domain location (middle of the domain). The 95% confidence intervals from the statistical analysis indicate that the minimum number of simulations selected for this study is sufficient to attain a clear distinction between the distance vector travelled for each, the fluid atom and nanoparticle, against the temperature gradient. Initially, an oscillation exists in the first steps of the calculation (Fig. 8). The oscillation is not a result of system instabilities by the assignment of the force fields arising from the initialisation process of the system as the time scale associated is longer than the time, indicated by [23], which is required for the system to reach equilibrium. The oscillations appear to be a thermodynamic phenomenon associated with the thermal shock experienced...
by the application of the hot and cold walls and the waves of energy transfer experienced by the initially cold domain. The instabilities last for about 80 time units. During that time, the nanoparticle and fluid atom appear to have no difference in their one dimensional distances covered against the temperature gradient. The initial instabilities appear to provide a “kick” for both the fluid atom and the nanoparticle towards the colder region of the domain, which on this initial study appear to agree with the thermophoretic force expected to be present at such scales.

From 80 time units and onward, the plot of Fig. 8 indicates a clear distinction between the average behaviour of a nanoparticle and a fluid atom. A region where the nanoparticles and fluid atoms begin moving along the direction of the temperature gradient exists (the gradient of the distance plot becomes positive). The authors can only speculate that this distinction might arise due to mass diffusivity phenomena becoming more dominant than thermophoretic effects in this part of the time domain evolution. In this “recovery” region, it is yet unclear what might be the true reason, which induces a faster recovery of the nanoparticle compared to the fluid atom.

The self-diffusion coefficient for the calibration and nanoparticle cases as described in section 2.1 was found to be 0.0472 and 0.1208 ND length units squared over ND time units respectively. The self-diffusion coefficient was calculated for the complete set of simulations and statistical error was found to be negligible in its calculation. For the given interval, the self-diffusion coefficient of the Nanoparticle is 156% larger compared to a normal fluid atom in the domain, which might be accounted for the thermal phenomena observed in a real nanofluid.

It is yet unclear what the initial wave shaped instabilities are from a non dimensional time of 0-75 time units and also what causes the faster nanoparticle recovery compared to the fluid atom from a non dimensional time of 80 and onwards. Parametric studies are required to provide more definitive answers to explain the observed behaviour.

**IV. CONCLUSIONS**

A Molecular Dynamic Simulation code has been composed to model a simplified nanofluid containing a single nanoparticle dispersing in a prescribed temperature gradient. Three common methods were used to evaluate the resulting MDS code – the randomness distribution function, the radial distribution function and the velocity autocorrelation function. The results were compared with those found in the literature and were in good agreement. The main outcomes of the study are:
1. The study successfully demonstrated the use of a more financially affordable platform (HTCondor) used to execute this type of simulations, which may potentially assist similar, high computationally demanding studies in the future.

2. Showcase results for a 2 nm nanoparticle in a 56 \times 56 atom domain with 0.02 ND temperature gradient units are obtained. The results of the one dimensional distance vector indicate the following:

3. Oscillations appear to be present for the initial part of the solution speculated to arise from a thermodynamic effect during the transient heating up state of the system.

4. Thermophoresis is speculated to be dominant for the first part of the solution (0-80 time units), while there is no distinction between the nanoparticle and fluid atom vector distance covered for the nanoparticle size investigated.

5. On average the nanoparticle appears to cover more distance compared to a fluid atom (baseline atom) during its motion along the temperature gradient – recovery (from a time of 80 NDU and onwards), where mass diffusivity effects appear to be more dominant.

6. The self-diffusion coefficient for the nanoparticle (Green-Kubo self-diffusivity relationship) is enhanced by 156\% over that of the baseline fluid atom. This might explain the thermal enhancement observed in nanofluids.

7. Parametric investigations are required to help understand the observed behaviour.

List of abbreviations

- CPU – Central Processing Units
- MDS – Molecular Dynamics Simulation
- ND – Non Dimensional
- NDU – Non Dimensional Units
- RDF – Radial Distribution Function
- SSD – Solid State Drive
- VACF – Velocity Autocorrelation Function
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APPENDIX

A. 1. HTCondor set up

HTCondor is a workload management computing system invented by the High Throughput Computing division of the Department of Computing Sciences of the university of Wisconsin-Madison (UW-Madison) around 1988 (renamed “HTCondor” from 2012 onwards from “Condor”). The system is able to take advantage of the idling time of networked computer systems (such as ordinary desktop machines) in order to run batch jobs and return the results via the local network. Such system is under trial at the South Kensington university campus of Imperial College London and in collaboration with the Information and Communication technologies (ICT) division it was decided to co-develop and test parts of the system to enable computing the lengthy MDS required for the current study. The system is installed campus wide and has a current maximum capacity of around 4000 cores with a current nominal operational capacity of 3000-3500 cores depending on usage (green saving energy higher order policies of the campus are restricting the maximum usage during the current deployment and testing phase of the HTCondor system). The machines employed to form the HTCondor bank of nodes/core processors are 64 bit Windows 7 machines incorporating multicore or/and hyper threaded processors that can be employed individually for each job assignment. The machines utilised for this purpose are the same machines located inside computational teaching cluster rooms of the campus. Automatic HTCondor script cut off (suspend and vacation routines) provide priority of node utilisation to physical users or higher order functions sent from the ICT division (e.g. for maintenance, updates etc.) over any batch job sent to the system. The HTCondor is provided under an open source license.

The current campus installation utilises the “vanilla universe” under the HTCondor 7.8.2 version. This is an operational mode, which provides flexibility for running scripts but has limited administrative services. The main limitations of the “vanilla universe” are the lack of check pointing services and remote system calling. This presents an issue for longer code runs that get interrupted and cannot be resumed on the same node as all progress is lost and the run has to be restarted. As a result, the system was not responding well to increased node user activity.

A. 1. MDS Core code and HTCondor configuration file adjustment

In order to reach to the final version of the Fortran 90 MDS code for this study, significant alterations had to be performed to suit the HTCondor node environment compared to the initially developed desktop version. These changes mainly revolved around system performance increase by changing the operational profiles of the code, as well as altering the handling routines for the inputs and outputs of the code. The MDS code was compiled into an executable 64 bit Windows 7 compatible file and along with the input files it was sent by an HTCondor function to a temporary storage space on the nodes for execution. The Fortran 90 code had hence to adapt to use dynamic paths for the input and output functions as the paths changed from node to node. The code was also adjusted...
so as the solution was performed into short blocks, namely, it was preferred to break up the solution into shorter runs of 100k iterations than having a node running multiple simulations from the same execution file. This provides a dynamic and more reliable environment for collecting the required data as a failure to complete a short run will only cause a loss of data for the particular run instead of a series of simulations. Specific hard-kill commands are also incorporated into the MDS code to increase system performance. These routines detect when a case might become unstable and terminate it in a controlled manner in order to retrieve the results produced and free up the available nodes; something which was of great use especially during the designing and debugging process.

The HTCondor configuration files also had to be tuned to be able to increase the overall performance of the system. Taking account of the large volume of jobs required to monitor by the administration machines, the settings had to be altered from their generic profile to accommodate the specific use for the MDS code. The allocation of jobs was performed sequentially in order of the shorter to the longest runs to increase system utilisation, data retrieval and postprocessing optimisation.

A. 1. 2. Hardware requirements

The cluster was required to run a large amount of jobs (order of thousands) at any given time. This presented one of the largest challenges in setting up the system as there were many limitations on the simultaneous operation, monitoring, assignment and retrieval of the thousands of instances of the MDS code running. It was discovered that several bottlenecks existed, which halted the full deployment of the system. Real time monitoring of the nodes requires fast response from the administration machines to their corresponding nodes. A continuous communication of the nodes is required to keep track of the job assignment and completion as well as dynamically responding to node availability and priority system functions. The communication is performed by having the nodes “touching” periodically their progress files, which are located under the administration machine storage system (pulse check). By increasing the number of nodes, the responsiveness of the storage space of the administration machine appeared to be lagging to the amount of request received. This presented a hardware issue as the hard disks used, the network response and processor response of the administration was insufficient to perform these tasks. An additional problem arose from the lack of sufficient Random Access Memory (RAM) required by the HTCondor administrators to keep track of each MDS run as the amount of memory required was beyond the maximum capacity of the administration machine.

As a result, it was not possible to run more than a couple of hundreds of concurrent simulations on HTCondor from a single administration machine. It was hence decided to split up the administration of the nodes into six individual machines. Each machine was equipped with a fast Solid State Drive (SanDisk SDSSDP-064G-G25, 64GB, SATA 6GB/s, 2.5 inch Internal SSD), where the job communication files are stored and 6GB of RAM. Each administration machine is a 64 bit, dual core machine running Windows 7 with a 1Gbit network connection. A shared 1Gbit network space of 180GB for the input, execution and output files was used where each node had access to read and write hence reducing significantly the data transfer load from/to the local administrators. The current hardware provides a maximum simultaneous handling support capacity of 1200 jobs per administration machine (7200 jobs in total from the administration bank), which provides multiple redundancies for the current system operation as well as accommodating future system expandability. Each administrator is limited to a maximum number of jobs to run under normal operation according to Eq. 15. This limitation is necessary to keep the administration bank load utilisation balanced for long periods of running time.

\[
M_{\text{jobs}} = \frac{N_{\text{nodes}}}{N_{\text{admin}}},
\]

where

- \(M_{\text{jobs}}\) – maximum number of jobs to assign on each administration machine
- \(N_{\text{nodes}}\) – number of jobs
- \(N_{\text{admin}}\) – number of administration machines in operation

A. 2. Matlab Post Processing Routines

Traditional statistical quantities, such as means and their variances, are hence required to quantify the change in the properties investigated across every simulation and every iteration. A method of collecting statistical data from each iteration is followed across the range of the performed simulations. This led to challenges as data compression routines were required to preserve the data recorded and allow the execution of the code without overwhelming the RAM capacity of the machine running the post processing jobs. The statistics compression algorithm derived uses recursive processes, equations 16 to 20 to calculate the statistics cumulatively instead of collectively. The entire range of data is not required to estimate the final mean and variance of the population, since this is calculated incrementally. This tactic makes it possible to perform the statistical analysis with minimal memory requirements.

\[
\mu_{y_i} = \frac{\sum y_i}{N_{y_i}}
\]

\[
\mu_{y_n} = \frac{1}{N_{y_n}} \left( \sum y_i + y_n \right) = \frac{1}{N_{y_n}} \left( N_{y_n} \mu_{y_i} + y_n \right)
\]

\[
\sigma_{y_i}^2 = \frac{1}{N_{y_i}} \sum (y_i - \mu_{y_i})^2
\]
a similar problem however; the countermeasures in place (random assigned time delays in data transfer) as well as the distribution, allocation and running time of very short jobs reduce the impact of the problem compared to the longer runs. A maximum performance was reached for runs taking around 5 hours to complete at which the problems of data transfer and the probability of simulation interruption are minimised. The problems concerning interruptions by a priority service or a user at the node machines can be resolved by forming up a checkpointing facility. This is not offered by the native HTCondor software as an option for the “vanilla universe” running on Windows platforms. In this case, the only way to resolve the issue (without affecting the primary user functions of the nodes at the campus) is by changing the “universe” HTCondor is running the jobs into a different one, which provides more services (for example the “standard universe”). Nevertheless, this will have as a result to limit up to a large degree the flexibility the node platforms present to run scripts through the system. There is also the possibility of hard coding checkpointing functions in the “vanilla universe” however; the first attempts performed for this study indicated extensive problems with the stability of the system due to the extensive higher order campus network security and operation policies. A tertiary solution would be to abolish the singular network storage scheme and employ a clustered storage scheme with fast solid state drives (SSD). HTCondor offers this facility by disabling network storage and setting up for the files each node produces to be returned back to the administration machine. This is something to be tried in the future before larger scale changes are attempted however; this solution will impair a large CPU use of the administration machines to write the high volume and short response rate network data required which might as a result limit the overall node volume handling capacity by the administrators.
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