The Optimal Temperature Control for the Reactions with Parallel Deactivation of Enzyme Encapsulated inside Microorganism Cells
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Abstract: A batch biotransformation process running in the presence of microorganisms cells revealing a specified enzyme activity has been considered. A non-linear deactivation model suggested by Do and Weiland has been taken into account for modeling of the process. Based on variational calculus computations aimed at finding an optimal selection of temperature conditions that ensure obtaining maximum conversion or minimum duration time necessary for its attaining have been carried out. The solutions were given and discussed for the stationary process, and for the active upper and lower temperature limitations. It has been proved that an application of microorganisms cells results in slowing down the reaction rate and shifting the initial temperature of the stationary profile to higher values. They are more pronounced the lower the permeability of the cell membrane is. In consequence, an extension of the process duration time is observed along the sections of the optimal profile while the lower temperature constraint usually becomes inactive.
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SYMBOLS

- $C_i$ substrate concentration $(i=S)$, substrate concentration inside microorganism cells $(i=Sm)$ and enzyme concentration $(i=E)$ [kmol m$^{-3}$]
- $E_j$ activation energy for reaction $(j=R)$, deactivation $(j=D)$ and permeability of the cells membrane $(j=P)$ [J kmol$^{-1}$]
- $E$ dimensionless quotient of the activation energies $(=E_D/E_R)$
- $k_{j/p}$ frequency factor for reaction $(j=R)$, deactivation $(j=D)$ and permeability of the cells membrane $(j=P)$ [s$^{-1}$]
- $k_j$ constant of reaction rate $(j=R)$, deactivation $(j=D)$ and permeability of the cells membrane $(j=P)$ [s$^{-1}$]
- $K_D$ Michaelis-Menten constant for deactivation [kmol m$^{-3}$]
- $K_{D0}$ dimensionless constant for deactivation $(=K_D/C_{50})$
- $K_M$ Michaelis-Menten constant for reaction [kmol m$^{-3}$]
- $K_{M0}$ dimensionless constant for reaction $(=K_M/C_{50})$
- $T$ temperature [K]
- $T_w$ lower $(m=min)$ and upper $(m=max)$ temperature constraints [K]
- $T^*$ standard temperature [K]
- $t$ time [s]

Greek letters
- $\alpha$ conversion
- $\eta$ effectiveness factor
- $\tau$ dimensionless time $(=t/t_i)$
- $\Theta$ modified control variable $(=1/T)$ [K$^{-1}$]

Subscripts
- 0 denotes initial condition
- $f$ denotes final condition
- isot isothermal
- opt optimal
- stat stationary
I. INTRODUCTION

Batch reactors with deactivating catalysts are widely used for production of various products in chemical and biotechnological industry. In such reactors, high conversion of a substrate can be achieved even at isothermal conditions. However, it can take a long time to accomplish the process and it may lead to the usage of a large amount of biocatalyst. Therefore, in recent years there has been a growing interest in finding a temperature control mode which could enable either the maximization of the economic gain or the minimization of the reaction time [1-3]. At present, the main concern is the selection of temperature conditions for biotransformation processes, because they often replace less economical chemical processes.

The biotransformations can be carried out in the presence of a native enzyme or an enzyme encapsulated in a whole microbial cell. In spite of diminished selectivity, the latter is particularly advantageous since the natural environment increases enzyme stability, and thus decreases enzyme deactivation.

The analysis of the optimal temperatures given in literature has shown that the kinetics of (bio-)catalyst deactivation and mutual relations between the activation energies exert the decisive effect [4, 5]. The majority of the processes analyzed from the optimal point of view take into consideration the simplest deactivation model, i.e. the first order deactivation independent of a substrate concentration [5-7]. Still the reported models have described the rate of the deactivation occurring under real conditions with accuracy sufficient for industrial practice.

Less often, the optimal conditions have been considered for processes with a catalyst deactivation dependent upon a substrate concentration [8, 9].

The determination of the optimal temperature for a biotransformation with an enzyme encapsulated in microbial cells is significantly more difficult than that for a native enzyme. This is because in the former it is necessary to consider a substrate and product transport through a cell membrane.

The effect of internal and external diffusional resistances on the overall rate of the processes carried out in the presence of immobilized enzymes have been reported in literature [10, 11]. In most cases, the processes have been analyzed for isothermal conditions, either without consideration of a deactivation of a biocatalyst or with assumption of the first order deactivation [12,13]. The models have been solved by using either the combined analytical and numerical techniques [14], or the latter alone [15]. So far, no research has been reported on the optimal temperature control for a biotransformation process in which diffusional phenomena of a deactivating biocatalyst had been considered.

The aim of this work was the determination of the optimal temperatures for a batch process with parallel deactivation of enzyme encapsulated inside microorganisms cells. In development of the model, both the diffusion of the enzyme across a cell membrane and the deactivation of the enzyme were taken into account.

The effect of the diffusional phenomena on the temperature profiles and on the optimal reaction time was also analyzed.

II. MATHEMATICAL MODEL

The course of any enzymatic process is dependent on a number of kinetic parameters that characterize both the reaction itself as well as the accompanying deactivation of the applied biocatalyst so that determining the effects of each of them is impossible. When formulating a mathematical model of the analyzed process the following assumptions have been made:

- substrate transport across the cell membrane is an equimolar diffusion process affecting the overall process rate

\[-\frac{dC_S}{dt} = k_p (C_S - C_{Sl})\]  

where $C_{Sl}$ determines the substrate concentration inside the microorganism cells,

- the rate of reaction $r_S$ occurring inside the microorganism cells is described by the Michaelis-Menten kinetics

\[r_S = k_R \frac{C_E C_{Sl}}{K_M + C_{Sl}}\]  

- an effect of the substrate concentration on the rate of enzyme deactivation $r_D$, in agreement with Do and Weiland theory [16], has been taken into account

\[r_D = k_D \frac{C_E C_{Sl}}{(K_D + C_{Sl})}\]

- the effect of temperature on the reaction rate constant $k_R$ deactivation rate constant $k_D$ and the overall mass transfer coefficient across the cell membrane $k_p$ is expressed by the Arrhenius equation

\[k_i = k_{i0} \exp \left( -\frac{E_i}{R} \Theta \right)\]  \[i = D, P, R\]
where \( \Theta = 1/T \) while \( E_D \), \( E_P \) and \( E_R \) denote the activation energy for deactivation, permeability of the cells membrane and for reaction, respectively,

- the Michaelis-Menten constant for reaction \( K_M \) and deactivation \( K_D \) are assumed to be independent of temperature because its variation with this parameter can be neglected,
- in spite of the decrease in enzyme activity the rate of the substance transport across the cell membrane is equal to the reaction rate inside the cells (quasi-steady state assumption).

In the situation, after introducing dimensionless variables

\[ C_i = C_i / C_{i0} \quad (i = E, S) \]

and

\[ K_i = K_i / C_{S0} \quad (l = D, M) \]

the mathematical model will take the following form

\[
- \frac{d\bar{C}_S}{dt} = k'_R \frac{\bar{C}_E \bar{C}_{Slm}}{\left(K_M + \bar{C}_{Slm}\right)} = \int \left[ C_{Slm}\left(\bar{C}_E, \bar{C}_S, \Theta, \bar{C}_E, \Theta\right), \bar{C}_E, \Theta\right] \tag{5a}
\]

\[
- \frac{d\bar{C}_E}{dt} = k_D \frac{\bar{C}_E \bar{C}_{Slm}}{\left(K_D + \bar{C}_{Slm}\right)} = g\left[ C_{Slm}\left(\bar{C}_E, \bar{C}_S, \Theta, \bar{C}_E, \Theta\right), \bar{C}_E, \Theta\right] \tag{5b}
\]

where \( k'_R = k_R C_{E0} / C_{S0} \) denotes the modified constant of the reaction rate and

\[
\bar{C}_{Slm}\left(\bar{C}_S, \bar{C}_E, \Theta\right) = \frac{1}{2}\left[ \bar{C}_S - X_T(\bar{C}_E, \Theta) + \sqrt{X_T(\bar{C}_E, \Theta) - \bar{C}_S}^2 + 4K_M \bar{C}_S \right]
\]

\[
X_T(\bar{C}_E, \Theta) = k_M \bar{C}_E + \frac{k'_R}{k_D} \bar{C}_E
\]

It should be pointed out that the analyzed deactivation mechanism can be related to many enzymes currently applied in industrial practice [17, 18].

### III. SOLUTION OF THE MODEL

When solving the above formulated model a process carried out at the optimal temperature control, guaranteeing maximum conversion \( \sigma_F = 1 - \bar{C}_{SF} \) or minimum time \( t_{\text{opt}} \) indispensable for its achieving, has been considered. From the mathematical point of view both these variants of the optimal solutions are equivalent [19].

In industrial practice typical situation is encountered when a desired process is conducted starting from the initial substrate concentration \( \bar{C}_S(t = t_0) = \bar{C}_{S0} \) and the initial biocatalyst activity \( \bar{C}_E(t = t_0) = \bar{C}_{E0} \) and terminating at the fixed final values of these variables \( \bar{C}_{SF}, \bar{C}_{E} \).

Optimal conditions provide the most advantageous solution for process control in view of the analyzed objective function. They have been determined based on the accomplishment of the optimization problem, which was aimed at finding a temperature as a function of time \( T_{\text{opt}}(t) = 1/\Theta(t) \) so that for the initial conditions of the substrate concentration \( \bar{C}_S(t = t_0) = \bar{C}_{S0} \) and the enzyme activity \( \bar{C}_E(t = t_0) = \bar{C}_{E0} \) – in particular \( \bar{C}_{E0} = 1 \), \( \bar{C}_{S0} = 1 \) – as well as the appropriate fixed final values of the state variables \( \bar{C}_{SF} \) and \( \bar{C}_{E} \) will minimize the process duration time \( t_{\text{opt}} \).

Hence the initial and the final conditions for the state variables are defined as follows:

\[ \bar{C}_S(t = 0) = \bar{C}_{S0}, \quad \bar{C}_S(t = t_f) = \bar{C}_{SF} \] (8a)

\[ \bar{C}_E(t = 0) = \bar{C}_{E0}, \quad \bar{C}_E(t = t_f) = \bar{C}_{Ef} \] (8b)

In solving the formulated problem a classical method of variational calculus [20] has been applied to leading directly to differential equation describing a stationary temperature profile (Appendix A). For the analyzed problem the following equation is obtained

\[
\frac{dT}{dt} = -T^2 \left[ \frac{\partial f}{\partial \bar{C}_E} + Z \left( \frac{\partial f}{\partial \bar{C}_S} - \frac{\partial g}{\partial \bar{C}_E} \right) \right] + Z^2 \frac{\partial g}{\partial \bar{C}_S} - g \frac{\partial Z}{\partial \bar{C}_E} - f \frac{\partial Z}{\partial \bar{C}_S} - \frac{\partial Z}{\partial t} \frac{\partial Z}{\partial \Theta} \right]^{\frac{1}{2}} \tag{9}
\]

\[
Z \text{ denotes Horn’s variable defined as}
\]

\[
Z(t, \bar{C}_S, \bar{C}_E, \Theta) = \frac{\partial f}{\partial \bar{C}_E} / \frac{\partial g}{\partial \Theta} \tag{10}
\]

which according to the analyzed model takes the form

\[
Z(t, \bar{C}_S, \bar{C}_E, \Theta) = u(\Theta) \cdot \phi[\bar{C}_{Slm}(\bar{C}_S, \bar{C}_E, \Theta), \Theta] \cdot \psi[\bar{C}_{Slm}(\bar{C}_S, \bar{C}_E, \Theta), \Theta] \tag{11}
\]

where

\[
u(\Theta) = \frac{k'_R}{k_D} \tag{12}
\]

\[
\nu[\bar{C}_{Slm}(\bar{C}_S, \bar{C}_E, \Theta), \Theta] = \left[ \frac{K_D + \bar{C}_{Slm}(\bar{C}_E, \bar{C}_S, \Theta)}{K_M + \bar{C}_{Slm}(\bar{C}_E, \bar{C}_S, \Theta)} \right]^2 \tag{13}
\]
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\[
\frac{\partial \mathcal{C}_S(n, \mathcal{C}_E, \Theta)}{\partial \Theta} = \left[ \frac{E_R \mathcal{C}_S(n(K_M + \mathcal{C}_S)) - R \mathcal{K}_M \frac{\partial \mathcal{C}_S}{\partial \Theta}}{E_R \mathcal{C}_S(n(K_M + \mathcal{C}_S)) - R \mathcal{K}_D \frac{\partial \mathcal{C}_S}{\partial \Theta}} \right] \quad (14)
\]

The derivatives of Horn’s variable \( Z \) with respect to control variable \( \Theta \), biocatalyst activity \( \mathcal{C}_E \) and substrate concentration \( \mathcal{C}_S \) are expressed

\[
\frac{\partial Z}{\partial y} = v \frac{\partial u}{\partial y} + w \frac{\partial v}{\partial y} + u \frac{\partial w}{\partial y} \quad (y = \Theta, \mathcal{C}_E, \mathcal{C}_S) \quad (15)
\]

where

\[
\frac{\partial u}{\partial \Theta} = \left( \frac{E_D - E_R}{R} \right) \mu \quad \text{(16)}
\]

\[
\frac{\partial v}{\partial y} = 2v \cdot \frac{\partial \mathcal{C}_S}{\partial y} \quad \text{(17)}
\]

\[
\frac{\partial w}{\partial y} = R \mathcal{C}_S \left[ \frac{E_R \mathcal{K}_D (\mathcal{K}_M + \mathcal{C}_S) - E_R \mathcal{K}_D (\mathcal{K}_D + \mathcal{C}_S)}{E_D \mathcal{C}_S (\mathcal{K}_D + \mathcal{C}_S) - R \mathcal{K}_D \frac{\partial \mathcal{C}_S}{\partial \Theta}} \right] \quad \text{(18)}
\]

The remaining elements revealed in the Eq. (9) are described by the following expressions:

\[
\frac{\partial f}{\partial \mathcal{C}_E} = -\frac{k_R}{(K_M + \mathcal{C}_S)} \frac{\mathcal{C}_M \mathcal{C}_E}{(K_M + \mathcal{C}_S)} \frac{\partial \mathcal{C}_S}{\partial \mathcal{C}_E} \quad \text{(19)}
\]

\[
\frac{\partial g}{\partial \mathcal{C}_E} = -\frac{k_D}{(K_D + \mathcal{C}_S)} \frac{\mathcal{C}_M \mathcal{C}_E}{(K_D + \mathcal{C}_S)} \frac{\partial \mathcal{C}_S}{\partial \mathcal{C}_E} \quad \text{(20)}
\]

\[
\frac{\partial f}{\partial \mathcal{C}_S} = -k_R \frac{\mathcal{C}_M}{(K_M + \mathcal{C}_S)^2} \frac{\partial \mathcal{C}_S}{\partial \mathcal{C}_E} \quad \text{(21)}
\]

\[
\frac{\partial g}{\partial \mathcal{C}_S} = -k_D \frac{\mathcal{C}_M}{(K_D + \mathcal{C}_S)^2} \frac{\partial \mathcal{C}_S}{\partial \mathcal{C}_E} \quad \text{(22)}
\]

where \( f, g \) denote the right-hand sides of Eqns. (5a) and (5b), respectively.

The first \( \frac{\partial \mathcal{C}_S}{\partial \Theta} \), \( \frac{\partial \mathcal{C}_S}{\partial \mathcal{C}_E} \), \( \frac{\partial \mathcal{C}_S}{\partial \mathcal{C}_S} \) and the second derivatives \( \frac{\partial^2 \mathcal{C}_S}{\partial \Theta^2} \), \( \frac{\partial^2 \mathcal{C}_S}{\partial \mathcal{C}_E^2} \), \( \frac{\partial^2 \mathcal{C}_S}{\partial \mathcal{C}_S^2} \), \( \frac{\partial^2 \mathcal{C}_S}{\partial \mathcal{C}_E \partial \mathcal{C}_S} \), \( \frac{\partial^2 \mathcal{C}_S}{\partial \mathcal{C}_S \partial \mathcal{C}_E} \), \( \frac{\partial^2 \mathcal{C}_S}{\partial \Theta \partial \mathcal{C}_S} \) appearing in Eqns. (17-22) are given as follows:

\[
\frac{\partial \mathcal{C}_S}{\partial \Theta} = \frac{1}{2k_p} \left( \frac{E_D - E_R}{R} \right) \mathcal{C}_E \quad \text{(23)}
\]

\[
\frac{\partial \mathcal{C}_S}{\partial \mathcal{C}_S} = \frac{1}{2} \left[ \frac{X_T - \overline{\mathcal{C}}_S}{\sqrt{(X_T - \overline{\mathcal{C}}_S)^2 + 4 \mathcal{K}_M \mathcal{C}_S}} - 1 \right] \quad \text{(24)}
\]

\[
\frac{\partial \mathcal{C}_S}{\partial \mathcal{C}_E} = \frac{1}{2k_p} \left[ \frac{X_T - \overline{\mathcal{C}}_S}{\sqrt{(X_T - \overline{\mathcal{C}}_S)^2 + 4 \mathcal{K}_M \mathcal{C}_S}} + 1 \right] \quad \text{(25)}
\]

\[
\frac{\partial^2 \mathcal{C}_S}{\partial \mathcal{C}_E^2} = \frac{1}{2k_p} \left[ \frac{E_D - E_R}{R} \right]^2 \mathcal{C}_E \quad \text{(26)}
\]

\[
\frac{\partial^2 \mathcal{C}_S}{\partial \mathcal{C}_E \partial \mathcal{C}_S} = \frac{1}{2k_p} \left[ \frac{E_D - E_R}{R} \right] \mathcal{C}_E \quad \text{(27)}
\]

\[
\frac{\partial^2 \mathcal{C}_S}{\partial \mathcal{C}_S^2} = \frac{k_R}{k_p} \frac{4 \mathcal{K}_M \mathcal{C}_E \mathcal{C}_S}{(X_T - \overline{\mathcal{C}}_S)^2 + 4 \mathcal{K}_M \mathcal{C}_S} \quad \text{(28)}
\]

where \( X_T \) is described by Eq. (7).

The above given Expressions (9-28), together with the state Eq. (5) as well as the initial and the final conditions for the state variables (Eqns. (8)), compose the model of the process carried out under a stationary profile of the optimal temperature. The effect of the formulated optimization problem can be classified as a two-point boundary value problem which can only be solved using numerical methods.

The more accurate analysis has revealed that a decisive effect on the structure of the optimal temperature profile is exerted by the activation energy quotient \( E \) and a relation...
between the levels of the allowable temperatures $T_{\text{min}}$ and $T_{\text{max}}$, the initial $T_0$ and final $T_{\text{stat}}$ temperature of the stationary process temperature profile as well as the value of the isothermal process temperature $T_{\text{isot}}$ resulting from its limiting values (Eq. (8)).

If $T_{\text{min}} \leq T_0$ and $T_{\text{max}} \geq T_{\text{stat}}$, then the optimal temperature profile is entirely a stationary one. If one of these conditions is not fulfilled, it may activate a corresponding constraint.

If the permissible temperatures obey the relations

$$T_0 < T_{\text{min}} < T_{\text{isot}}$$

$$T_{\text{isot}} < T_{\text{max}} < T_{\text{stat}}$$

then in an optimal process the following elements will subsequently appear: an isothermal part at a level $T = T_{\text{min}}$, a stationary part $T_{\text{stat}}(t)$ and an isothermal part at a level $T = T_{\text{max}}$ (the most frequent case).

If finally $T_{\text{max}} \leq T_{\text{isot}}$ or $T_{\text{min}} \geq T_{\text{isot}}$, the optimal policy is strictly an isothermal one.

**IV. ANALYSIS OF RESULTS**

The most important part of the present study is to define the extreme temperature conditions that would minimize the total duration time of the biotransformation process, in particular decomposition of hydrogen peroxide by catalase in the yeast cells of *Saccharomyces cerevisiae*, with parallel deactivation of biocatalyst. For this purpose the data collected during a laboratory study for the process under consideration carried out at a temperature $T = 30^\circ C$ and listed in Table 1 [21] have been used.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{S0}$</td>
<td>0.01 kmol/m$^3$</td>
</tr>
<tr>
<td>$E_R$</td>
<td>4900 J/mol</td>
</tr>
<tr>
<td>$E_D$</td>
<td>61 700 J/mol</td>
</tr>
<tr>
<td>$E_P$</td>
<td>74 300 J/mol</td>
</tr>
<tr>
<td>$k_D C_{E0}$</td>
<td>$0.3 \times 10^{-4}$ kmol/(m$^2$s)</td>
</tr>
<tr>
<td>$k_D$</td>
<td>$1.92 \times 10^{-4}$ l/s</td>
</tr>
<tr>
<td>$K_D$</td>
<td>0.016 kmol/m$^3$</td>
</tr>
<tr>
<td>$K_M$</td>
<td>0.083 kmol/m$^3$</td>
</tr>
</tbody>
</table>

For a value of $E_R$ the computations have been expanded by adding the values of the activation energy of the deactivation process $E_D$ for which the quotient $E = E_D / E_R$ is within the limits from 1.5 to about 13. The values of this quotient $E$ refer to the majority of the processes that are encountered in industrial practice [22], thus providing a generalization for the range of the present considerations.

The coefficients of frequency $k_{D0}$, corresponding to the assumed values of $E_D$ in calculations, have been obtained based on the half-time decrease of biocatalyst activity, determined from the kinetic data and accounted in the solution of the mathematical model (5).

As it followed from the earlier investigations [23], high values of the quotient of the activation energy $E = E_D / E_R$ resulting from the kinetic data presented in Table 1 and the low values of the final activities $C_{Ef}$ caused a rapid temperature increase at the final stage of the process and this justifies a need to apply the upper temperature limit. Thus, in the computations, a typical range of temperature applied for the majority of biological catalysts, i.e. with the lower and the upper temperatures $T_{\text{min}} = 293$ K and $T_{\text{max}} = 323$ K, respectively, has been assumed.

The optimal temperature profiles $T_{\text{opt}}(\tau)$ together with the corresponding variations of biocatalyst activity $C_{E,\text{opt}}(\tau)$ for the selected values of the quotient $E$ are shown in Figs. 1-3. Because of a small effect of a parameter $E$ on the changes of the substrate concentration with time, the optimal concentration profile $C_{S,\text{opt}}(\tau)$ has additionally been inserted in Fig. 3 only for a selected value of $E$ and $E_P$.

In contrast to processes with biocatalyst deactivation independent of substrate concentration the optimal temperature profiles for processes with parallel deactivation usually contain at least the upper temperature constrain.
Fig. 2. Effect of the quotient of the activation energy $E$ on the optimal temperature profiles $T_{\text{opt}}(t)$ for the effectiveness factor $\eta = 0.5$, the activation energy for permeability of the cells membrane $E_p = 74.3 \text{ kJ/mol}$ as well as the final values of biocatalyst activity and substrate concentration equal to $C_{\text{Ef}} = 0.1$ and $C_{Sf} = 0.1$, respectively

Fig. 3. Effect of the quotient of the activation energy $E$ on the variations of biocatalyst activity in the optimal conditions $C_{E_{\text{opt}}}(t)$ for the effectiveness factor $\eta = 0.5$, the activation energy for permeability of the cells membrane $E_p = 74.3 \text{ kJ/mol}$. A dashed line describes substrate concentration variations $C_{S_{\text{opt}}}(t)$ for $E = 12.59 \text{ kJ/mol}$, $E_p = 74.3 \text{ kJ/mol}$ and the final biocatalyst activity $C_{\text{Ef}} = 0.1$

$T = T_{\text{max}}$. It should be pointed out, however, that at low values of the parameter $E$ the profiles of optimal temperature assume the range of its greater values. In effect, at such values of $E$ and at the active temperature constraints, the optimal temperature policy is usually strictly isothermal at the level $T = T_{\text{max}}$.

The presence of the cell membrane is represented by the effectiveness factor $\eta$ [24-27] of enzyme contained within the cells. This effectiveness factor is defined as ratio of the reaction rate at substrate concentration inside a cell (observed reaction rate) to the reaction rate at substrate concentration in a fluid core.

An impact of the effectiveness factor $\eta$ on the profile of optimal temperature is depicted in Figs. 4 and 5. The frequency coefficient $k_{p0}$ encountered in this study can be related to the effectiveness factor $\eta$ of the enzyme contained within the cells and is given by the following equation:

$$k_{p0} = \eta \frac{k_{po}}{C_{S0}} \frac{1}{(1-\eta)C_{S} + (1-\eta)C_{S} + K_M + (\eta)C_{S}} \exp\left[\frac{E_p - E_R}{RT}\right]$$

in which $T^*$ denotes standard temperature.

Fig. 4. Effect of the effectiveness factor $\eta$ on the optimal temperature profiles $T_{\text{opt}}(t)$ for the quotient of the activation energy $E = 12.59$ (Table 1), the activation energy for permeability of the cells membrane $E_p = E_R$ as well as the final values of biocatalyst activity and substrate concentration equal to $C_{\text{Ef}} = 0.1$ and $C_{Sf} = 0.1$, respectively

Fig. 5. Effect of the effectiveness factor $\eta$ on the optimal temperature profiles $T_{\text{opt}}(t)$ for the quotient of the activation energy $E = 12.59$ (Table 1), the activation energy for permeability of the cells membrane $E_p = 74.3 \text{ kJ/mol}$ as well as the final values of biocatalyst activity and substrate concentration equal to $C_{\text{Ef}} = 0.1$ and $C_{Sf} = 0.1$, respectively
A value of $\eta \to 1$ corresponds to a case where the diffusional resistance does not affect the reaction rate. In the case of low concentration, for which $C_S \ll K_M$, Eq. 29 simplifies to that used in the work [23].

Since temperature significantly affects transfer processes across the cell wall, the courses of the optimal temperature profiles $T_{opt}(\tau)$ at different values of the activation energy $E_p$ of the transfer process across the cell wall are displayed in Figs. 6 and 7.

**Fig. 6.** Effect of the activation energy for permeability of the cells membrane $E_p$ on the optimal temperature profiles $T_{opt}(\tau)$ for the quotient of the activation energy $E = 12.59$, a value of the effectiveness factor $\eta = 0.5$ as well as the final values of biocatalyst activity and substrate concentration equal to $\bar{C}_{Ef} = 0.1$ and $C_{Sf} = 0.1$, respectively

**Fig. 7.** Effect of the activation energy for permeability of the cells membrane $E_p$ on the optimal temperature profiles $T_{opt}(\tau)$ for the quotient of the activation energy $E = 12.59$, a value of the effectiveness factor $\eta = 0.1$ as well as the final values of biocatalyst activity and substrate concentration equal to $\bar{C}_{Ef} = 0.1$ and $C_{Sf} = 0.1$, respectively

As it follows from Figs. 6 and 7, the variations of temperature with time $T_{opt}(\tau)$ are located at higher values for increasing values of $E_p$. In consequence, the lower constraint becomes inactive and the total process time $t_{f, opt}$ decreases.

Optimal temperature control accompanying biotransformation processes frequently hold in their structure at least an upper temperature constraint. However, it is worth mentioning that in case of processes with deactivating biocatalyst independent of the substrate concentration the optimal temperature profiles may not be constrained by permissible temperatures $T = T_{min}$, $T = T_{max}$ and usually are monotonically increasing the time function. In particular, this becomes evident for $E_D > E_p$. However, at $E_D \leq E_p$ and low values of biocatalyst effectiveness ($\eta \leq 0.2$) a course of a stationary optimal temperature atypical for enzymatic processes is seen (Grubecki, 1997).

Actually, at slightly higher final activities, e.g. $\bar{C}_{Ef} = 0.1$ one can notice an appearance of temperature minimum ($\eta = 0.2$) or its decrease ($\eta = 0.1$) taking place for the entire process duration time.

A decrease in the final biocatalyst activity ($\bar{C}_{Ef} = 0.1$) results in the course of the temperature profiles within the range of higher values, giving rise to a situation that a temperature minimum becomes visible. It is moving towards the end of the process as $\eta$ decreases.

**V. CONCLUSIONS**

An analysis aiming to search for an optimal temperature control ensuring the shortest duration time of a biotransformation process with a parallel deactivation of enzyme encapsulated inside the microorganisms cells has been presented.

The conditions required for conducting a biotransformation at the optimal temperature were established. It was found that, for a process occurring with a biocatalyst deactivation both parallel and independent of the substrate concentration, the temperature profile was increasing with time. For the parallel deactivation it was necessary to account for, at least, the upper temperature constraint $T = T_{max}$.

Application of microorganisms cells results in slowing down the reaction rate and shifting the initial temperature of the stationary profile to higher values. They are more pronounced the lower permeability of the cell membrane ($\eta$) is. In consequence, an extension of the process duration time is observed along the sections of the optimal profile while the lower temperature constraint usually becomes inactive.

Furthermore, lowering values of the parameter $E$ causes the optimal temperature profiles shift towards higher values. In effect, optimal control consists of the following...
subsequent parts: isothermal $T = T_{\min}$, stationary $T_{\text{stag}}(t)$ and isothermal $T = T_{\max}$, at high values of $E$, throughout the profiles with an inactive lower temperature constraint or becomes strictly isothermal policy at relatively low values of $E$.
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Derivation of the equation for stationary optimal decision using variational method

Let

\[ S = \int_{t_0}^{t_f} dt \]

(A.3)
determines an equation of state in an optimization problem minimizing the process duration time. Now, the objective function takes the following form

\[
\int_{t_0}^{t_f} \left[ f_0(t) + \lambda(t) \frac{d}{dt} \left( f(t, \bar{C}_E, \bar{C}_S, \Theta) - g(t, \bar{C}_E, \bar{C}_S, \Theta) \right) \right] dt
\]

which is a special case of the Bolza functional and determines the so-called Lagrange problem.

Since the mathematical model (Eqs. (A.1) and (A.2)) is dependent on the two state variables \((\bar{C}_E, \bar{C}_S)\) and one decisive variable \((\Theta)\), then when solving the problem it is possible to determine a differential equation that describes a stationary control.

For this purpose, by introducing the Lagrange multipliers \(\lambda_i(t) (i = E, S)\) it is indispensable to formulate a modified objective function \(S_R\) defined as

\[
S_R = \int_{t_0}^{t_f} \left[ 1 + \lambda_i(t) \right] \left[ f(t, \bar{C}_S, \bar{C}_E, \Theta) - \frac{d\bar{C}_S}{dt} + \lambda_i(t) \left[ g(t, \bar{C}_S, \bar{C}_E, \Theta) - \frac{d\bar{C}_E}{dt} \right] \right] dt
\]

(A.4)

which will undergo the minimization procedure. The functions \(\bar{C}_{E,stat}(t)\) and \(\bar{C}_{S,stat}(t)\) that minimize this functional are searched as the solutions of the Euler-Lagrange equations being the necessary condition for the existence of the functional (A.4) [20]

\[
\frac{d}{dt} \left[ \frac{\partial L}{\partial (dy/dt)} \right] - \frac{\partial L}{\partial y} = 0 \quad (y = \bar{C}_E, \bar{C}_S, \Theta)
\]

(A.5)

where \(L(\bar{C}_E, \bar{C}_S, \Theta, d\bar{C}_E/dt, d\bar{C}_S/dt)\) is a function expressed in form of

\[
L = 1 + \lambda_i(t) \left[ f(t, \bar{C}_S, \bar{C}_E, \Theta) - \frac{d\bar{C}_S}{dt} \right] + \lambda_i(t) \left[ g(t, \bar{C}_S, \bar{C}_E, \Theta) - \frac{d\bar{C}_E}{dt} \right]
\]

(A.6)

Calculating the variables that appear in Eq. (A.5) yields

\[
\frac{d\lambda_i}{dt} = -\lambda_i(t) \left[ \frac{d}{dt} \left( f(t, \bar{C}_E, \bar{C}_S, \Theta) \right) \right] + \lambda_i(t) \left[ \frac{d}{dt} \left( g(t, \bar{C}_E, \bar{C}_S, \Theta) \right) \right]
\]

(A.7)

\[
\frac{d\lambda_E}{dt} = -\lambda_E(t) \left[ \frac{d}{dt} \left( f(t, \bar{C}_E, \bar{C}_S, \Theta) \right) \right] + \lambda_E(t) \left[ \frac{d}{dt} \left( g(t, \bar{C}_E, \bar{C}_S, \Theta) \right) \right]
\]

(A.8)

\[
\frac{d\lambda_S}{dt} = -\lambda_S(t) \left[ \frac{d}{dt} \left( f(t, \bar{C}_E, \bar{C}_S, \Theta) \right) \right] + \lambda_S(t) \left[ \frac{d}{dt} \left( g(t, \bar{C}_E, \bar{C}_S, \Theta) \right) \right]
\]

(A.9)

From the above set of Eqs. (A.7)-(A.9) it is possible to eliminate the multipliers \(\lambda_i(t)\) and \(\lambda_i(t)\). Assessing the multiplier \(\lambda_E(t)\) from Eq. (A.9)

\[
\lambda_E(t) = -\lambda_E(t) \left[ \frac{d}{dt} \left( f(t, \bar{C}_E, \bar{C}_S, \Theta) \right) \right] + \lambda_E(t) \left[ \frac{d}{dt} \left( g(t, \bar{C}_E, \bar{C}_S, \Theta) \right) \right]
\]

(A.10)

and accounting for its value in Eq. (A.8), then dividing it side by side by \(\lambda_S(t)\) one can get (for clarity of the notation in some of the expressions of the further part of this derivation it is assumed

\[
f(t, \bar{C}_E, \bar{C}_S, \Theta) = f, \quad g(t, \bar{C}_E, \bar{C}_S, \Theta) = g,
\]

\[
Z(t, \bar{C}_E, \bar{C}_S, \Theta) = Z
\]

\[
\frac{dZ}{dt} = \frac{df}{d\bar{C}_E} + Z \left( \frac{df}{d\bar{C}_S} - \frac{dg}{d\bar{C}_E} \right) - Z^2 \frac{dg}{d\bar{C}_S}
\]

(A.11)

with

\[
Z = \frac{df}{d\Theta} \frac{1}{\frac{dg}{d\Theta}}
\]

(A.12)

and is called as the Horn’s variable [26].

Making use of a definition of the complete derivative \(Z\), with respect to time, a searched equation describing changes of the stationary decision \(\Theta\) is gained in time

\[
\frac{d\Theta}{dt} = \left[ \frac{df}{d\bar{C}_E} + Z \left( \frac{df}{d\bar{C}_S} - \frac{dg}{d\bar{C}_E} \right) \right] + Z^2 \frac{dg}{d\bar{C}_S} - f \frac{df}{d\bar{C}_S} - g \frac{df}{d\bar{C}_S} \frac{dZ}{d\Theta}
\]

(A.13)
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