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I.  INTRODUCTION 
 
 Radio astronomy is a subfield of astronomy that studies 
celestial objects at radio frequencies. Radio astronomers 
use different techniques to observe objects in radio spec-
trum. The most common and well-known device used in 
radio astronomy is a radio telescope pointed at an energetic 
radio source to analyse what types of emission it makes. 
Radio telescopes may need to be extremely large in order 
to receive signals with low signal-to-noise ratio. 
 Since 1970s, telescopes from all over the world have 
been combined to perform Very Long Baseline Interfer-
ometry. Data received at each antenna is paired with timing 
information, usually from a local atomic clock, and then 
stored for later analysis on a magnetic tape or hard disk. At 
that later time, the data is correlated with similarly recorded 
data from other antennas to produce a resulting image [7]. 
Resolution of images depends on the overall size of the 
network (the maximum separation between telescopes), 
and the sensitivity depends on a total collecting area of all 
telescopes involved. After data from all telescopes is col-
lected, it must be put together and correlated in order to 
produce the final observation result. In Europe it is done by 
The European VLBI Network [9] which was formed in 
1980 by a consortium of five major radio astronomy insti-
tutes in Europe (the European Consortium for VLBI). In 

1993, the Joint Institute for VLBI in Europe (JIVE) was 
created with the Netherlands Foundation for Research in 
Astronomy (Dwingeloo) acting as the host institute. It pro-
vides both scientific user support and correlator facility [8]. 
 This functionality has been achieved by constructing 
a massively parallel, purpose-built ‘supercomputer’ – usu-
ally referred to as Data Processor or Correlator. A decade 
ago, a 20.000 node PC cluster would have been required to 
match the processing power of the EVN MkIV Data Proc-
essor at JIVE. However, this number has been falling rap-
idly as processor capabilities continue to develop. The 
networking infrastructure is also getting more capable of 
dynamically handling very large data transfers in long 
periods of time. This has led to the introduction of the e-
VLBI system, with the main difference being data sent via 
network to the central processing facility at JIVE. This has 
drastically shortened the time required to obtain final re-
sults from the actual observation. However, in the e-VLBI 
approach a new bottleneck has emerged – a single central 
data processor at JIVE. To solve this problem, a concept of 
software-based distributed correlation embedded in a Grid 
Computing environment has been introduced [10]. 

The Grid approach to e-VLBI required the creation of 
some form of a user interface, as a typical approach based 
on creating a text-based single control file for the experi-
ment was not sufficient. In this case, a user should specify 
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a set of Grid-specific parameters and define required re-
source types together with their specific connections creat-
ing e-VLBI workflow. An interface to network monitoring 
modules should also allow to modify all required parame-
ters and convert experiment parameters into software-
correlator compatible data automatically. In the next para-
graphs the basics of the Grid – the e-VLBI architecture is 
presented and followed by a detailed explanation of the 
Workflow Manager application with its GUI, functionality 
and inner workings.  

 
 

II.  e-VLBI  AND  GRID  INTEGRATION  
ARCHITECTURE 

 
The following diagram presents the general design of 

the e-VLBI system. 
 

 

Fig. 1. The general architecture of a Grid e-VLBI system 
 
 The e-VLBI experiment preparation with a Grid-based 
correlation consists of the following steps: 

• An e-VLBI user creates an experiment description 
(VEX file) using the SCHED application. This proc-
ess is no different than in regular VLBI observations. 

• The VEX is processed in the Workflow Manager 
Application (WFM) by an e-VLBI operator. Ex-
periment control parameters can be verified and 
modified if necessary.  

  A central e-VLBI operator will be able to set up 
more parameters and will also be able to specify if 

the data for the experiment should be streamed live 
from telescopes or read from prerecorded files (so 
called “Virtual Radio Telescope”). In any case, 
Translation Node (TN) modules are responsible for 
converting the data to a useable format and sending 
them to specified file servers. TN – File Server pair-
ing is done by the e-VLBI operator based on infor-
mation from Network Monitoring modules (not 
shown in Fig. 1). The network information will in-
clude information such as throughput, delay, packet 
loss, etc., between real or virtual radio telescopes 
(defined in the VEX file) and File Servers (defined 
in the WFM by the e-VLBI operator). Having the 
data on File Servers, the e-VLBI operator also de-
fines the workflow for the distributed data correla-
tion. The computational resources can be specifi-
cally chosen from a defined pool of resources or dy-
namically discovered and assigned by a VLBI Bro-
ker. After the e-VLBI operator has finished work, an 
updated VEX file is created and sent to the tele-
scopes participating in observations. The WFM also 
notifies the telescope operators that a new experi-
ment is scheduled, and sends experiment informa-
tion to the VLBI Broker module. 

• Telescope operators, together with the central e-
VLBI operator, are responsible for loading the VEX 
file in the Field System which controls the tele-
scope, and in the Mark5 system which records the 
data. In case of Virtual Radio Telescopes they are 
responsible for configuring the Translation Nodes to 
stream the data from pre-recorded data sources. 

 
a)   e-VLBI experiment execution – VLBI Broker  
      architecture 

 The VLBI Broker is the central element of the eVLBI 
system providing the centralised control of the entire ex-
periment. The Broker module processes the experiment 
definition submitted from the WFM application and for-
wards tasks’ description to telescope sites (Translation 
Nodes). This module is also responsible for coordination 
and submission of computational tasks with distributed 
correlation. 
 General VLBI Broker module architecture is presented 
in Fig. 2, together with data structures that are exchanged 
between modules. 
 Data structures explained in more details: 
 Between the WFM application and the VLBI Broker: 

• VEX file – a file created by a radio astronomer with 
a complete description of a VLBI experiment (in-
formation such as telescope names, experiment 
time, control parameters, etc.). 
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• CCF file – a Correlator Control File generated by 
the WFM based on a VEX file. CCF is required to 
perform software correlation. Some of its parame-
ters can be derived automatically from the VEX file, 
while the other ones have to be modified by the 
VLBI Broker as experiment progresses. 

• Workflow Description – defines which radio tele-
scopes take part in the experiment and what file servers 
and computational resources were chosen, as well as 
connections between them defining the flow of data 
during the observation and distributed correlation. 

• Experiment Description – additional experiment 
parameters not present elsewhere. 

 Between the VLBI Broker and the Translation Node: 
• experimentName – a common name for an experi-

ment used to identify it by the VLBI operator and end 
users 

• start&end Time – the experiment (VLBI observa-
tion) start and end time 

• brokerLocation – an address for return communi-
cation with the broker module 

• telescopeName – specifies a telescope, should be 
set to a corresponding radio telescope related 
to given Translation Nodes or set to indicate a “vir-
tual radio telescope” 

• gridFtpLocation – location of a File Server to 
which a Translation Node should send streaming 
data 

 Between the Translation Node and the VLBI Broker: 
• translationNodeId – identification of TN sending 

data 
• chunkId – the id number of data chunk 
• chunkSize – the size of data chunk 
• start&endTime – the observation data start and end 

time  
• chunkLocation – the path to a file containing data 

on a File Server 

 Between the VLBI Broker and the Computational 
Node: 

• CCF – the correlator control file created by WFM, 
and completed with additional parameters by the 
VLBI Broker 

• computational job – other parameters required to 
run a computational task on a given machine 

 Between the Computational Node and the VLBI Broker: 
• job completed – information on the task id and its 

status (completed, failed) 
• results’ location – the path to computed output data 

location (if applicable) 

 Between the VLBI Broker and the Correlated data ser-
vice: 

• correlated chunks location – a list with the location 
of all correlated data chunks for a given VLBI ex-
periment. 

 

 
Fig. 2. The VLBI Broker Architecture and Data Structures 

 
 
 The internal e-VLBI control flow in the VLBI Broker 
was presented in Fig. 3. 

 

 

Fig. 3. VLBI Broker Data Processing 
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 Upon its start the VLBI Broker reads its control pa-
rameters and sets up its environment. Then it awaits for a 
new experiment. Once new experiment data is received, the 
incoming data is decoded and experiment information is 
recorded in the internal database. The database is also used 
for storing the current experiment status and other experi-
ment-related data. Data from the database would be used in 
case a broker restarts to restore its internal state. 
 Once the experiment data is decoded, the list of re-
sources and the table chunks/TNs are created. In this table 
the information of incoming data chunks are recorded. 
 After all preparation work all Translation Nodes in-
volved in the experiment are notified some time prior to the 
experiment start. This time is a configurable option in the 
broker’s configuration settings. 
 When all TNs are notified, the VLBI Broker starts pas-
sive waiting for incoming notifications. When a notifica-
tion that a particular data chunk is ready arrives, the table is 
updated. When a single row of a given chunk number from 
a sequence is completed (which means that all TNs deliv-
ered certain frame of data), the correlation job is prepared 
and sent to the correlation module on a given computa-
tional resource for an execution. 

After some time, information about completed correla-
tion tasks starts to arrive. The information about the loca-
tion of correlated data is stored, and when all data chunks 
are correlated, the notification is sent to the Correlated Data 
Service with the location of all chunks. The service is re-
sponsible for retrieving the data and merging it into the 
final correlated product. 
 
 

III.  WFM  AND  WORKFLOWS 
 

 The e-VLBI system allows astronomers to plan, execute 
and monitor their observations in the form of so called 
workflows. However, the e-VLBI experiment is not only 
the observation itself. The e-VLBI experiment consists of 
a definition of storage elements, a definition of data flows 
or a definition of computation resources, etc. Such  
e-VLBI workflow has to be created for each observation. 
The Workflow Manager Application (WFM) has been 
created to allow users to design and execute their observa-
tion workflows easily. 
 
a) Graphical User Interface 

 The Workflow Manager Application (WFM) – the main 
interface between users and the system has been con-
structed as a Java window-based application. The advan-
tage of Java technology is that standalone Java software 

applications can be deployed with a single click over the 
network. Moreover, the application can be run at every 
computer connected to the Internet and equipped with 
a web browser. The following chapter presents the main 
features of the WFM application. 
 

 

Fig. 4. WFM – main view 

 
 The Workflow Manager Application (see Fig. 4) is 
divided into several working panes: Information Pane, 
Design Pane and Log Message Pane. Each view has its 
own place in the application window. Users can manage 
the visibility of different views adjusting windows layout. 
 The Information Pane is the only “dynamic” pane, 
which means that it presents different information based on 
the application state. This allows users to get the most 
important (more general) data quickly and without tiring 
and time consuming interactions. 

 

 

Fig. 5. Information panes – examples 
 

 Fig. 5 presents several combinations of information 
panes. They contain data such as a short summary of the 
current experiment or resources: radio telescope and corre-
lator. 
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b) Workflow creation 

Observation workflow can be created in the WFM ap-
plication based on an observation schedule. An observation 
schedule has to be created by an astronomer on a regular 
basis using the SCHED application. The description of the 
SCHED application is not in the scope of this article. Let us 
assume that the observation schedule created by this appli-
cation is written in the form of a ‘VEX file’ which will be 
used by the e-VLBI system for further processing. 
 Because of the complexity of the VEX file, the e-VLBI 
system is based on the subset of the VEX file which con-
tains all parameters required by the software correlation 
module. The parameter’s set is stored in the JSON format 
in a file called a correlator control file (CFF). The CCF file 
controls the behaviour of the software correlator and can be 
edited and modified in the Workflow Manager Application. 
 The workflow creation can be divided into the follow-
ing phases: 

– Opening and loading a VEX file, 
–  Converting the VEX file to the CCF file, 
– Definition of workflow parameters, 
– Definition of file servers, 
– Definition of correlation nodes, 
– Definition of data flows between components. 

 

 
Fig. 6. Sample VLBI scenario 

 
 The Design Pane (see Fig. 6) is used by the VLBI op-
erator for the VLBI scenario creation and management. It 
allows users to construct their observation workflow and 
specify file servers which will be responsible for handling 
data streams from radio telescopes. It also allows to add 
correlation nodes and define correlation parameters. Fi-
nally, all the workflow components can be linked with each 
other, which implies data flow and relationship between 
them. Moreover, each workflow component is described by 
a certain set of attributes that can be set by the VLBI opera-

tor. The pane itself is divided into two parts: VLBI and the 
Grid part. The VLBI pane is reserved only for radio tele-
scopes. The system analyses the CCF file and draws all 
radio telescopes which take part in the VLBI experiment. 
 The VLBI part cannot be changed. This means that it is 
not allowed to add or remove radio telescopes. This limita-
tion has been introduced so the list of stations defined in 
the CCF file corresponds to the stations drawn in the Work-
flow Manager Application. The Grid part is intended to be 
set up by the VLBI Operator who is responsible for defin-
ing a file server layer and a correlation node layer. How-
ever, the number of resources used and their origin depends 
on the VLBI operator, and should be based on experience 
gained from previous experiments. The Workflow Manager 
Application supports the process of defining data flows 
between workflow blocks by presenting a list of best con-
nection sets between components based on network statis-
tics. More information about network measurements can be 
found in the Network Monitoring chapter.  
 
c) CCF editor 

 As it was stated before, the Mk4 hardware correlator 
has been replaced with a software version of the correlation 
module in the e-VLBI system. The correlation parameters 
are stored in the JSON format text file called a correlator 
control file (CCF). 

 

 

Fig. 7. CCF Editor 
 
 A special CCF perspective has been created in the 
WFM application which allows to change correlation pa-
rameters such as the experiment name, start and end time, 
the number of frequency channels or array of frequencies at 
which the telescopes observe (see Fig. 7).  
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IV.  NETWORK  MONITORING 
 

 In the e-VLBI architecture, in order to automate and 
make the process faster, the data is transmitted over with 
a high-speed reliable network and correlated using distrib-
uted GRID resources. The limited number of GRID com-
putational and network resources as well as the need to 
monitor the service meet in a demand for a network moni-
toring system. The resource allocation mechanism and 
workflow management software will distribute the correla-
tion over GRID computers where sufficient computational 
resources are available. In order to control the data streams 
as well as parameters of GRID links established between 
distributed nodes of the correlator, a dedicated network 
performance monitoring software module is necessary to 
provide support for data management and insight view into 
the e-VLBI network traffic. 

Performance monitoring applications ensure availability 
and efficiency within the infrastructure by monitoring vari-
ous performance metrics like latency, jitter or packet loss. 
To unify the frequently distributed task of monitoring, the 
concept of a Service Oriented Architecture (SOA) offers 
the ability for specialized, autonomous services to join 
under a common access scheme. Thus, it is possible to 
separate the roles of monitoring, storage, processing, and 
visualization of data into specialized service instances. In 
GRIDs, with the widespread of multi-domain applications, 
the quality of service becomes important. Network connec-
tions have to be monitored and managed to satisfy all the 
requirements and to provide appropriate network perform-
ance parameters to research communities using specialized 
applications based on distributed computations like the 
aforementioned workflow management software.  
 The e-VLBI requirements for network monitoring fit 
best into the deployment of perfSONAR [1] which may be 
adopted for GRID resource management and QoS provi-
sioning. perfSONAR (Performance-Focused Service-Ori-
ented Network Monitoring Architecture) is a distributed 
performance monitoring architecture designed to aid in the 
discovery, troubleshooting, and solution of network per-
formance problems potentially among numerous networks. 
This framework is comprised of collaborating entities 
meant to collect, store, analyze, and deliver data using 
well-defined protocols. perfSONAR is the subproject Joint 
Research Activity 1 of the GN2 [2] EU-founded project 
and aims at providing a framework for performing multi-
domain measurements in the European Research Network 
(GÉANT2) and the connected National Research and Edu-
cation Networks (NRENs). 

The general monitoring infrastructure implemented by 
perfSONAR is illustrated in Fig. 8 

 

Fig. 8. perfSONAR architecture 
 

 The Measurement Points (MPs) are the base layer of 
this framework and have the responsibility of measuring 
storing different network metrics as well. The Service 
Layer is the middle layer of the system that is divided 
across administrative boundaries. This layer may aggre-
gate, filter or buffer data and can be seen as a set of data 
archives and transformers. On top of it, the User Interface 
Layer consists of visualization tools which present the data 
in customizable ways. In addition, this layer allows users to 
perform tests using services available at the lower layers of 
the framework. More than a dozen of perfSONAR installa-
tions are currently available and they have enabled the first 
view of the European networks, making the first step to-
wards effective access to the available data placed in vari-
ous administrative domains. 

We plan to provide network monitoring support for 
workflow management in GRID-enabled e-VLBI experi-
ments with a software module which will make use of the 
existing and newly installed perfSONAR monitoring and 
measurement nodes. Open architecture of perfSONAR 
allows external applications for making use of data col-
lected by the perfSONAR system through the NMWG 
XML schema. The measurement framework will collect 
performance data (bandwidth utilization and Round Trip 
Time) using perfSONAR CommandLine MP service in-
stalled in each involved domain and covering network 
paths between GRID computational resources. The level of 
coverage of the e-VLBI network by perfSONAR measure-
ments will significantly impact the ability to take optimal 
decisions. Ideally, all the used domains should deploy the 
system. 

 
a) Implemented solution 

 The main purpose of developing the Express Network 
Monitor is to provide an optimal connection between the 
given Express resources that should assure the fastest pos-
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sible and reliable data transfer within the e-VLBI GRID 
environment. The module performs on-demand tests, 
analyses network performance along a transporting path, 
and provides the information about end point pairs for e-
VLBI workflow management system. The overall Express 
Network Monitor architecture is shown in Fig. 9. 
 

 

Fig. 9. The Express Network Monitor architecture 
 
 The main part of the Express Network Monitor system 
is the Express Network Monitor application. This appli-
cation works as a request point for the e-VLBI workflow 
management system. It controls all configured measure-
ments nodes, requests all needed on-demand tests, analyses 
the results and provides an ordered list of Express re-
sources pairs. Communication is based on the web services 
technology and JSON protocol. 
 In order to provide monitoring capability, each Express 
data transport resource has to deploy the following tools: 

• Iperf [3] is a tool to measure the maximum TCP 
bandwidth, allowing the tuning of various parame-
ters and UDP characteristics. Iperf reports band-
width, delay jitter, and datagram loss. 

• Bandwidth Test Controller (BWCTL) [4] is a com-
mand line client application and a scheduling and 
policy daemon that wraps the Iperf application. Cur-
rently BWCTL wraps Iperf by actually executing 
the Iperf command line program on the system. The 
bwctl client application works by contacting 
a bwctld process on the two test endpoint systems. 
The client can arrange a test between two servers on 
two different systems. If the local system is intended 
to be one of the endpoints of the test, a local bwctld 
is not required, bwctl will detect that there is no lo-
cal server and execute the required bwctld function-
ality directly. The bwctld manages and schedules 
the resources of the host on which it runs.  

• perfSONAR Command Line Measurement Point 
(CL-MP) 2.0 [5] is used to integrate any command-
line measurement tool into the perfSONAR frame-
work. Currently the application has support for ping, 
traceroute, bwctl, and owamp tools. The CL-MP 2.0 
provides the web service interfaces and NMWG [6] 
messages parsers to be fully perfSONAR-capable. 

 The Express Network Monitor waits for requests from 
the e-VLBI workflow management system. Each time an 
Express transport session is scheduled, the system creates 
a list of transition nodes and storage elements related to this 
session. The unordered list is then sent to the Express Net-
work Monitor together with the value of the requested 
bandwidth for transport.  The Express Network Monitor 
creates a measurement session and starts to engage on-
demand tests. At first, the stage system performs a number 
of parallel round trip times (RTT) measurements between 
all transition nodes and each storage element. A list of 
results is sorted in the ascending order. The system per-
forms a single bandwidth utilization test to storage nodes in 
the order resulting from the earlier list of measured RTTs. 
If the measured achievable bandwidth is higher than the 
requested bandwidth, the transition node and storage ele-
ment pair is created. The e-VLBI workflow management 
system simultaneously checks the measurement session 
progress and when it is completed, it updates information 
on which transition node should be paired with which stor-
age element. 
 
b) Limitations and work to be done 

 The main limitations for the Express Network Monitor are: 
• the time needed to perform and analyse on-demand 

tests, and 

• the impact on performance of the tested network. 
Each bandwidth utilization test floods the measured 
network with a huge number of packets to check the 
maximum transport speed. 

 The implemented session algorithm for the Express 
Network Monitor takes into account these two limitations. 
When possible, it performs parallel measurements. This 
reduces the time of the overall measurement session dura-
tion. The algorithm also reduces the number of active 
bandwidth utilization measurements in order to minimize 
the impact on the network performance.  
 Currently the Express Network Monitor is at the devel-
opment stage. Full integration of the module and the Ex-
press workflow management system is planned for January 
2008. Before it is released, the system will be tested on 
a virtual network to show the proper behaviour of the im-
plemented algorithm. 
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V.  SUMMARY 
 
 The paper describes a Grid-based approach to VLBI 
observations. It has been shown how the Mk4 hardware 
correlator can be replaced with a software version and how 
VLBI observations can be conducted using Grid resources. 
However, the e-VLBI system is in the development phase. 
Therefore, the concept of performing VLBI experiments in 
the Grid environment has not been verified in the field yet. 
However, we trust that this is the optimal solution for this 
kind of system as it was a result of careful analysis of prob-
lem domain as well as radio astronomy hardware specifica-
tion. Unfortunately the nature and complexity of this prob-
lem may raise many questions and uncertainties that may 
have to be solved only by experimenting and creating 
working models and prototypes.  
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