I. INTRODUCTION

Interval methods for solving the initial value problem in floating-point interval arithmetic give solutions in the form of intervals which contain all possible numerical errors, i.e., representation errors, rounding errors, and errors of methods.

In a number of our previous papers, we have presented interval methods of Runge-Kutta type [2, 3, 13, 15, 16, 20], and interval multistep methods of Adams type (explicit of Adams-Bashforth type [5, 18] and implicit of Adams-Moulton type [4, 6, 18]). This paper is dealt with other interval multistep methods based on the well-known conventional methods of Nyström (Sec. III) and Milne-Simpson (Sec. IV). We show that in the case of implicit interval methods of Milne-Simpson type there exist two families of such methods and one of them is better (a similar case has been shown for interval methods of Adams-Moulton type). For both kinds of interval methods numerical examples are presented and compared with other interval multistep method considered in previous papers of the author.

On the basis of a number of numerical tests concerning one- and multidimensional problems, we can conclude that for the same number of steps explicit interval methods of Nyström type are somewhat better (i.e., give the interval solution with a smaller width) than the methods of Adams-Bashforth type, and implicit interval methods of Milne-Simpson type give somewhat better results than the methods of Adams-Moulton type. Two examples that confirm this conclusion are presented in Sec. V.

II. THE INITIAL VALUE PROBLEM AND CONVENTIONAL METHODS OF NYSTRÖM AND MILNE-SIMPSON

The initial value problem is of the form

$$y' = f(t, y), \quad y(0) = y_0,$$

where $y = y(t) \in \mathbb{R}^n$. We assume that the solution of (1) exists and is unique.

As is well-known, in order to construct the Nyström explicit methods (see e.g., [1]) we start from the fact that for $t \in [t_{n-2}, t_n]$ the equation $y' = f(t, y)$ is equivalent to the equation...
Replacing \( f(x, y(x)) \) with \( W(x) + r(x) \), where \( W(x) \) is the interpolation polynomial of degree \( k - 1 \) and \( r(x) \) denotes the interpolation error, and then integrating the equation obtained, finally from (2) we get

\[
y'(t_n) = y'(t_{n-2}) + \int_{t_{n-2}}^{t_n} f(x, y(x)) \, dx.
\]

(2)

Requiring \( f(x, y(x)) \) with \( W(x) + r(x) \), where \( W(x) \) is the interpolation polynomial of degree \( k - 1 \) and \( r(x) \) denotes the interpolation error, and then integrating the equation obtained, finally from (2) we get

\[
y'(t_n) = y'(t_{n-2}) + \int_{t_{n-2}}^{t_n} f(x, y(x)) \, dx.
\]

(2)

where \( \nabla \) is the backward difference operator,

\[
f(t_{n+1}) = f(t_{n-1}, y(t_{n-1})),
\]

\[
h \text{ denotes a step size, } \eta^*, \eta^{**} \in (t_0, t_n), \quad \text{and}
\]

\[
v_0 = 2, \quad v_j = \frac{1}{j!} \int_{t_{n-1}}^{t_n} (t_{n-1}) \cdots (t_{n-1} + (j - 1)dt,
\]

\[
j = 1, 2, \ldots, k - 1,
\]

\[
v_j^* = \frac{1}{k!} \int_{t_{n-1}}^{t_n} (t_{n-1}) \cdots (t_{n-1} + (k - 1)dt,
\]

\[
v_j^{**} = \frac{1}{k!} \int_{t_{n-1}}^{t_n} (t_{n-1}) \cdots (t_{n-1} + (k - 1)dt.
\]

The coefficients \( v_j^* \) and \( v_j^{**} \) are very important in the interval methods considered (see Sec. III).

From (3) the conventional \( k \)-step method of Nyström follows immediately. We have

\[
y_n = y_{n-2} + h \sum_{j=0}^{k-1} v_j^* \nabla^j f_{n-1},
\]

where \( y_n \) is an approximation to \( y(t_n) \) and

\[
f_{n-1} = f(t_{n-1}, y_{n-1}).
\]

In order to obtain the Milne-Simpson implicit methods (see e.g. [1]) we can start from the exact relation containing either backward differences, i.e.

\[
y'(t_n) = y'(t_{n-2}) + h \sum_{j=0}^{k-1} v_j^* \nabla^j f(t_n) + h^{k+2} \left[ v_{k+1}^* y^{(k+2)}(\theta_n^*) + v_{k+1}^{**} y^{(k+2)}(\theta_n^{**}) \right],
\]

(4)

or only the values of the function, i.e.

\[
y'(t_n) = y'(t_{n-2}) + h \sum_{j=0}^{k-1} \delta_j f(t_{n-1}) + h^{k+2} \left[ v_{k+1}^* y^{(k+2)}(\theta_n^*) + v_{k+1}^{**} y^{(k+2)}(\theta_n^{**}) \right],
\]

(5)

where \( \theta_n^* \) and \( \theta_n^{**} \) are some points in \((t_0, t_n)\),

\[
\bar{v}_j = \frac{1}{j!} \int_{t_{n-1}}^{t_n} (t_{n-1}) \cdots (t_{n-1} + (j - 1)dt,
\]

\[
\bar{v}_{k+1}^* = \frac{1}{(k + 1)!} \int_{t_{n-1}}^{t_n} (t_{n-1}) \cdots (t_{n-1} + (k - 1)dt,
\]

\[
\bar{v}_{k+1}^{**} = \frac{1}{(k + 1)!} \int_{t_{n-1}}^{t_n} (t_{n-1}) \cdots (t_{n-1} + (k - 1)dt,
\]

\[
\bar{\delta}_{kl} = (-1)^l \sum_{j=k+1}^{k} \left( \frac{l}{j!} \right) \bar{v}_j, \quad j = 0, 1, \ldots, k.
\]

From both of these formulas, i.e. from (4) or (5), we can get the conventional \( k \)-step method of Milne-Simpson:

\[
y_n = y_{n-2} + h \sum_{j=0}^{k-1} v_j^* \nabla^j f_{n}.
\]

In interval case the formulas (4) and (5) give quite different multistep methods (see Sec. IV for details).

III. EXPLICIT INTERVAL METHODS OF NYSTROM TYPE

Let us denote:

\( \Delta_t \) and \( \Delta_y \) - sets in which the function \( f(t, y) \) is determined, i.e.

\[
\Delta_t = \{ t \in R : 0 \leq t \leq a \},
\]

\[
\Delta_y = \{ y = (y_1, y_2, \ldots, y_N) \in R^N : \bar{b}_i \leq y_i \leq \bar{b}_i \},
\]

(6)

\[
i = 1, 2, \ldots, N \},
\]

\( F(T, Y) \) and \( \Psi(T, Y) \) - interval extensions of \( f(t, y) \) and \( \psi(t, y) = f^{(k)}(t, y) \equiv y^{(k+1)}(t) \), respectively.

Let us assume that:

- \( F(T, Y) \) is determined and continuous for all \( T \subset \Delta_t \), and \( Y \subset \Delta_y \),
- \( F(T, Y) \) is monotonic with respect to inclusion, i.e.

\[
T_i \subset T_2 \land Y_i \subset Y_2 \Rightarrow F(T_i, Y_i) \subset F(T_2, Y_2),
\]
• for each $T \subset A$, and $Y \subset A$, there exists a constant $L > 0$ such that
\[
d(F(T, Y)) \leq L(d(T) + d(Y)),
\]
where $d(A)$ denotes the diameter of interval $A$ (if $A = (A_1, A_2, \ldots, A_N)^T$, then $d(A)$ is defined as the maximum of $d(A_i)$, $i = 1, 2, \ldots, N$).

- $\Psi(T, Y)$ is determined for all $T \subset A$, and $Y \subset A$.
- $\Psi(T, Y)$ is monotonic with respect to inclusion.

The explicit interval methods of Nyström type we define as follows:
\[
Y_n = Y_{n-2} + h \sum_{j=0}^{k-1} v_j^* F_{n-j} + h^{k+1} (v_k^* \Psi_k + v_k^* \Psi_k'),
\]
where $F_{n-1} = F(T_{n-1}, Y_{n-1})$, and
\[
\Psi_k = \Psi \left( T_{n-k} + [- (k - 1) h, h] \right),
\]
\[
Y_{n-k} + [- (k - 1) h, h] F(\Delta_x, \Delta_y).
\]

In (7) it is assumed that for the integration interval $[0, \xi]$ the intervals $Y_i$ such that $y(t_i) \in Y_i$ for $i = 0, 1, \ldots, k - 1$ are known, and that
\[
h = \frac{\xi}{m}, \quad t_i = ih \in T_i, \quad i = 0, 1, \ldots, m.
\]

Let us note that we cannot write $(v_k^* + v_k^* \Psi_k)$ instead of $v_k^* \Psi_k + v_k^* \Psi_k'$, because in general $\left| v_k^* + v_k^* \right|$ may be different from $\left| v_k^* \right| + \left| v_k^* \right|$. Moreover, the formula (7) can be written in more convenient form:
\[
Y_n = Y_{n-2} + h \sum_{j=0}^{k-1} \delta_{j} F_{n-j} + h^{k+1} (v_k^* \Psi_k + v_k^* \Psi_k'),
\]
where
\[
\delta_{j} = (-1)^{j-1} \sum_{l=j-1}^{k-1} \left( \frac{l}{j} \right) v_l,
\]
and
\[
j = 1, 2, \ldots, k.
\]

In particular, for a given $k$ from (7) and (8) we have the following methods:

- $k = 1$ (the conventional case we have the same method as for $k = 1$)
\[
Y_n = Y_{n-2} + 2hF_{n-1} + \frac{h^2}{2} (\Psi_1 - \Psi_1'),
\]
where
\[
\Psi_1 = \Psi \left( T_{n-1} + [0, h], \ Y_{n-1} + [0, h] F(\Delta_x, \Delta_y) \right),
\]
and
\[
\Psi_1' = \Psi' \left( T_{n-1} + [0, h], \ Y_{n-1} + [0, h] F(\Delta_x, \Delta_y) \right).
\]

- $k = 2$ (in the conventional case we have the same method as for $k = 1$)
\[
Y_n = Y_{n-2} + 2hF_{n-1} + \frac{h^2}{12} (5\Psi_2 - \Psi_2'),
\]
where
\[
\Psi_2 = \Psi \left( T_{n-1} + [-h, h], \ Y_{n-1} + [-h, h] F(\Delta_x, \Delta_y) \right),
\]
and
\[
\Psi_2' = \Psi' \left( T_{n-1} + [-h, h], \ Y_{n-1} + [-h, h] F(\Delta_x, \Delta_y) \right).
\]

For explicit interval methods of Nyström type we can prove that the exact solution of the initial value problem belongs to the intervals obtained with these methods. We have

**Theorem 1.** If $y(0) \in Y_0$ and $y(t_i) \in Y_i$ for $i = 1, 2, \ldots, k - 1$, then for the exact solution $y(t)$ of the initial value problem (1) we have $y(t) \in Y_n$ for $n = k, k + 1, \ldots, m$, where $Y_n = Y(t_n)$ are obtained from (7).

**Proof.** First, let us prove that if $(t_i, y(t_i)) \in (T_i, Y_i)$ for $i = n - k, n - k + 1, \ldots, n - 1$, where $Y_i = Y(t_i)$, then for any $j = 0, 1, \ldots, k - 1$ we have
\[
\nabla^j f (t_{n-j}) \in \nabla^j F_{n-1},
\]
where $f(t_{n-j}) = f(t_{n-j}, y(t_{n-j}))$. Since $F(T, Y)$ is an interval extension of $f(t, y)$ and $(t_i, y(t_i)) \in (T_i, Y_i)$ for $i = n - k, n - k + 1, \ldots, n - 1$, we can write
\[
f(t_{n-j-m}, y(t_{n-j-m})) \in F(t_{n-j-m}, Y_{n-j-m}) = F_{n-j-m},
\]
where
\[
m = 0, 1, \ldots, j.
\]

From this relation it follows that
\[
\sum_{m=0}^{j} (-1)^m \left( \frac{j}{m} \right) f(t_{n-j-m}, y(t_{n-j-m})) \in \nabla^j F_{n-1},
\]
and
\[
\sum_{m=0}^{j} (-1)^m \left( \frac{j}{m} \right) F_{n-j-m} = \nabla^j F_{n-1}.
\]

But
\[
\sum_{m=0}^{j} (-1)^m \left( \frac{j}{m} \right) F_{n-j-m} = \nabla^j F_{n-1}.
\]
From (10) and (11) the inclusion (9) follows immediately.

Let us consider the formula (3) for \( n = k \), i.e.
\[
y(t_k) = y(t_{k-1}) + h \sum_{j=0}^{k-1} v_j \nabla f(t_{k-1}) + h^{k+1} \left[ v_k^* y^{(k+1)}(\eta_k^*) + v_k^* y^{(k+1)}(\eta_k^{**}) \right],
\]
where \( \eta_k^*, \eta_k^{**} \in [t_0, t_k] \), and where \( y^{(k+1)}(\eta_k) = \psi(\eta_k, y(\eta_k)) \) for \( \eta_k = \eta_k^* \) and \( \eta_k = \eta_k^{**} \). From the assumption we have \( y(t_{k-2}) \in Y_{k-2} \), and from (9) and the fact that all coefficients \( v_j \) are nonnegative it follows that
\[
h \sum_{j=0}^{k-1} v_j \nabla f(t_{k-1}) \in h \sum_{j=0}^{k-1} v_j \nabla f_{k-1}.
\]

Applying Taylor’s formula we have
\[
y(\eta_k) = y(t_{k-1}) + (\eta_k - t_{k-1}) y'(t_{k-1} + \vartheta(\eta_k - t_{k-1})),
\]
where \( \vartheta \in [0, 1] \). Because \( \eta_k \in [t_0, t_k] \) and \( t_j = ih \) for \( i = 0, 1, \ldots, m \), we get
\[
\eta_k - t_{k-1} \in \left[ -(k-1)h, h \right].
\]
Moreover, since \( y'(t) = f(t, y(t)) \) and
\[
f(t_{k-1} + \vartheta(\eta_k - t_{k-1}), y(t_{k-1} + \vartheta(\eta_k - t_{k-1}))) \in F(\Delta_i, \Delta_j)
\]
then
\[
y'(t_{k-1} + \vartheta(\eta_k - t_{k-1})) \in F_{k-1}(\Delta_i, \Delta_j).
\]

From (14)-(16) it follows that
\[
y(\eta_k) \in Y_{k-1} + \left[ -(k-1)h, h \right] F(\Delta_i, \Delta_j).
\]

From the assumption the function \( \Psi \) is an interval extension of \( \psi \). Thus, on the basis of (15) and (17) we have
\[
v_k \Psi(\eta_k, y(\eta_k)) \in v_k \Psi(\Delta_i, \Delta_j) + v_k \Psi(\Delta_i, \Delta_j),
\]
where \((v_k, \eta_k)\) equals either \((v_k^*, \eta_k^*)\) or \((v_k^**, \eta_k^{**})\). It means that
\[
h^{k+1} \left[ v_k^* y^{(k+1)}(\eta_k^*) + v_k^* y^{(k+1)}(\eta_k^{**}) \right] \in h^{k+1} v_k^* \Psi_k + v_k^* \Psi_k.
\]
Thus, we have shown that \( y(t_k) \) belongs to the interval
\[
Y_{k-2} + h \sum_{j=0}^{k-1} v_j \nabla f_{k-1} + h^{k+1} (v_k^* \Psi_k + v_k^* \Psi_k),
\]
but, according to the formula (7), this is the interval \( Y_{k-1} \). This conclusion ends the proof for \( n = k \). In the same way we can show that \( y(t_n) \in Y_n \) for \( n = k+1, k+2, \ldots, m \).

We can also prove the following

**Theorem 2.** If the intervals \( Y_n \) are known for \( n = 0, 1, \ldots, k-1 \), \( t_j = ih \in \mathcal{T}_n \) for \( i = 0, 1, \ldots, m \), \( h = \xi / m \), and the intervals \( Y_n \) are obtained from (7), then
\[
d(Y_n) \leq A \max_{q=0,1,\ldots,k-1} d(Y_q) + B \max_{j=1,2,\ldots,m-1} d(T_j) + C h^k,
\]
where the constants \( A, B \) and \( C \) are independent of \( h \).

**Proof.** From (8) we obtain
\[
d(Y_n) \leq d(Y_{n-2}) + h \sum_{j=0}^{k-1} |\delta_j^0| |f_{n-j}| + h^{k+1} \left( | v_k^* | + | v_k^* | \right) d(\Psi_k).
\]

Since the function \( \Psi \) is monotonic with respect to inclusion, then if the step size \( h \) is chosen in such a way that
\[
T_{n-1} + \left[ -(k-1)h, 0 \right] \subset \Delta_i, \quad Y_{n-1} + \left[ -(k-1)h, 0 \right] F(\Delta_i, \Delta_j),
\]
we have \( \Psi \subset \Psi(\Delta_i, \Delta_j) \), and hence \( d(\Psi_k) \leq d(\Psi(\Delta_i, \Delta_j)) \).

Moreover, on the basis of the assumptions about the function \( F \) it follows that there exists a constant \( L \) such that
\[
d(F_{n-j}) \leq L \left( d(T_{n-j}) + d(Y_{n-j}) \right).
\]

Thus, from (19) we have
\[
d(Y_n) \leq d(Y_{n-2}) + h \sum_{j=0}^{k-1} |\delta_j^0| |f_{n-j}| + h^{k+1} \left( | v_k^* | + | v_k^* | \right) d(\Psi(\Delta_i, \Delta_j)),
\]
where \( \delta_k = \max_{j=1,2,\ldots,k} |\delta_j^0| \).

For further simplicity, let us denote:
\[
\delta = hL\delta_k, \quad \alpha = 1 + \delta, \quad \nu = h^{k+1} \left( | v_k^* | + | v_k^* | \right).
\]
From (20) we get

\[ d(Y_n) \leq d(Y_{n-2}) + \delta \sum_{j=1}^{k} d(Y_{n-j}) + \]
\[ + \delta \sum_{j=1}^{k} d(T_{n-j}) + v d \left( \Psi(\Delta, \Delta_y) \right) \leq \]
\[ \leq \alpha \sum_{j=1}^{k} d(Y_{n-j}) + \delta \sum_{j=1}^{k} d(T_{n-j}) + v d \left( \Psi(\Delta, \Delta_y) \right). \]

Hence, for \( n = k \) we have

\[ d(Y_k) \leq \alpha \sum_{j=1}^{k} d(Y_{n-j}) + \]
\[ + \delta \left( \alpha \sum_{j=1}^{k} d(T_{n-j}) + \sum_{j=1}^{k} d(T_{n-k+1-j}) \right) + \]
\[ + v(\alpha+1) d \left( \Psi(\Delta, \Delta_y) \right). \]

If in the above inequality we take into considerations the estimation (23), then we obtain

\[ d(Y_{k+1}) \leq (\alpha^2 + \alpha) \sum_{j=1}^{k} d(Y_{n-j}) + \]
\[ + \delta \left( \alpha \sum_{j=1}^{k} d(T_{n-j}) + \sum_{j=1}^{k} d(T_{n-k+1-j}) \right) + \]
\[ + v(\alpha+1) d \left( \Psi(\Delta, \Delta_y) \right). \]

For \( n = k + 2 \) from (22) we have

\[ d(Y_{k+2}) \leq \alpha d(Y_{k+1}) + \alpha d(Y_k) + \]
\[ + \alpha \sum_{j=1}^{k} d(Y_{n-j}) + \delta \left( \sum_{j=1}^{k} d(T_{n-j}) + \sum_{j=1}^{k} d(T_{n-k+1-j}) \right) + \]
\[ + v(\alpha+1) d \left( \Psi(\Delta, \Delta_y) \right) \]

and taking into account (23) and (24) we get

\[ d(Y_{k+1}) \leq (\alpha^2 + 2\alpha + \alpha) \sum_{j=1}^{k} d(Y_{n-j}) + \]
\[ + \delta \left( (\alpha^2 + \alpha) \sum_{j=1}^{k} d(T_{n-j}) + \sum_{j=1}^{k} d(T_{n-k+1-j}) \right) + \]
\[ + v(\alpha^2 + 2\alpha + 1) d \left( \Psi(\Delta, \Delta_y) \right). \]

From (23), (24) and (25) it follows that in general (for each \( i = 1, 2, \ldots, m-1 \)) we have

\[ d(Y_{k+i}) \leq \sum_{j=0}^{i} \left( \sum_{l=0}^{p-1} \delta \delta \right) \left( \sum_{m=0}^{k} d(Y_{k+i-m}) \right) \]
\[ + \delta \sum_{p=0}^{i} \left( \sum_{l=0}^{p-1} \delta \right) \left( \sum_{m=0}^{k} d(T_{k+i-p-m}) \right) + \]
\[ + \left( \sum_{m=0}^{i} \delta \left( \sum_{l=0}^{p-1} \delta \right) \right) d \left( \Psi(\Delta, \Delta_y) \right). \]

Since

\[ \left( \begin{array}{c} i \\ j \end{array} \right) \leq i! \leq (m-k)!, \quad l = 0, 1, \ldots, i, \]
\[ \left( \begin{array}{c} p-1 \\ l \end{array} \right) \leq p! \leq (m-k)!, \quad l = 0, 1, \ldots, p-1, \]

(27)

we have

\[ \sum_{l=0}^{i} \left( \begin{array}{c} i \\ l \end{array} \right) \left( \begin{array}{c} p-1 \\ l \end{array} \right) \leq \frac{(m-k)!}{h \delta_k} \]
\[ \leq \frac{(m-k)!}{h \delta_k}. \]

Since

\[ \left( \begin{array}{c} i \\ j \end{array} \right) \leq i! \leq (m-k)!, \quad l = 0, 1, \ldots, i, \]
\[ \left( \begin{array}{c} p-1 \\ l \end{array} \right) \leq p! \leq (m-k)!, \quad l = 0, 1, \ldots, p-1, \]

(27)

we have

\[ \sum_{l=0}^{i} \left( \begin{array}{c} i \\ l \end{array} \right) \left( \begin{array}{c} p-1 \\ l \end{array} \right) \leq \frac{(m-k)!}{h \delta_k} \]
\[ \leq \frac{(m-k)!}{h \delta_k}. \]

Since

\[ \sum_{l=0}^{i} \left( \begin{array}{c} i \\ l \end{array} \right) \left( \begin{array}{c} p-1 \\ l \end{array} \right) \leq \frac{(m-k)!}{h \delta_k} \]
\[ \leq \frac{(m-k)!}{h \delta_k}. \]
Thus, from (26) we finally get
\[ d(Y_{k+1}) \leq A \max_{q=0,1,\ldots,k-1} d(Y_q) + \]
\[ + B \max_{j=0,1,\ldots,m-1} d(T_j) + Ch^k, \]
where
\[ A = m(m-k+1)(m-k)! \exp(\xi L \delta_k), \]
\[ B = m(m-k+1)(m-k)! (\exp(\xi L \delta_k) - 1), \]
\[ C = \frac{\left| h^* \right| + \left| u^* \right|}{L \delta_k} (m-k+1)(m-k)! (\exp(\xi L \delta_k) - 1). \]

Taking into account that \( T_0 = [0,0] \) i.e. \( d(T_0) = 0 \), from (28) the inequality (18) follows immediately.

IV. IMPLICIT INTERVAL METHODS OF MILNE-SIMPSON TYPE

Let \( \Psi(T,y) \) denotes the interval extension of \( y^{(k+1)}(t) = f(y^{(k+2)}(t)), \)
and let us assume that \( \Psi(T,y) \) is monotonic with respect to inclusion and determined for all \( T \subset \Delta_y \) and \( y \subset \Delta_y \). Using (4) we get the following implicit interval methods:
\[ Y_n = Y_{n-2} + h \sum_{j=0}^{k} \tilde{\Psi}_{j} Y_{n-j} + h^{k+2} (v^{*}_{k+1} \Psi_k + v^{**}_{k+1} \Psi_k), \]
\[ n = k, k+1, \ldots, m, \]
where \( F_n = F(T_n, Y_n) \), and where
\[ \tilde{\Psi}_k = \Psi \left( T_n + [-kh, 0], Y_n + [-kh, 0] F(\Delta_y, \Delta_y) \right). \]

The second kind of interval methods of Milne-Simpson type, based on (5), are as follows:
\[ Y_n = Y_{n-2} + h \sum_{j=0}^{k} \tilde{\sigma}_{j} F_{n-j} + h^{k+2} (v^{*}_{k+1} \Psi_k + v^{**}_{k+1} \Psi_k), \]
\[ n = k, k+1, \ldots, m. \]

In particular, for a given \( k \) from (29) we get the following methods of the first kind:

- \( k = 2 \)
  \[ Y_n = Y_{n-2} + \frac{h}{3} (7 F_n - 6 F_{n-1} + 2 F_{n-2}) + \]
  \[ + \frac{h^4}{24} (\Psi_2 - \Psi_2), \]
  where \( \Psi_2 = \Psi \left( T_n + [-2h, 0], Y_n + [-2h, 0] F(\Delta_y, \Delta_y) \right), \)

- \( k = 3 \) (in the conventional case we have the same method as for \( k = 2 \))
  \[ Y_n = Y_{n-2} + \frac{h}{3} (7 F_n - 6 F_{n-1} + 2 F_{n-2}) + \]
  \[ + \frac{h^5}{720} (11 \Psi_3 - 19 \Psi_3), \]
  where \( \Psi_3 = \Psi \left( T_n + [-3h, 0], Y_n + [-3h, 0] F(\Delta_y, \Delta_y) \right). \)

Below there are examples of the methods of the second kind (obtained from (30)).

- \( k = 1 \)
  \[ Y_n = Y_{n-2} + 2h F_{n-1} + \frac{h^3}{12} (5 \Psi_1 - \Psi_1), \]

- \( k = 2 \)
  \[ Y_n = Y_{n-2} + \frac{h}{3} (F_n + 4 F_{n-1} + F_{n-2}) + \frac{h^4}{24} (\Psi_2 - \Psi_2), \]

- \( k = 3 \)
  \[ Y_n = Y_{n-2} + \frac{h}{3} (F_n + 4 F_{n-1} + F_{n-2}) + \frac{h^5}{720} (11 \Psi_3 - 19 \Psi_3). \]

If we denote:
\( Y^1_n \) – the interval solution obtained from (29), i.e. from the formula with backward interval differences,
\( Y^2_n \) – the interval solution obtained from (30), i.e. from the formula without backward interval differences,

then we can prove

**Theorem 3.** \( Y^2_n \subseteq Y^1_n \),
which means that the second kind of implicit interval formulas gives the interval solution with a smaller diameter (width).

**Proof.** The proof of the theorem 3 follows immediately from the inclusion
\[ \sum_{j=0}^{k} \tilde{\sigma}_{j} F_{n-j} \subseteq \sum_{j=0}^{k} \tilde{\Psi}_{j} Y_{n-j}. \]

Let us note that we can get only one kind of explicit interval methods of Nyström type. It follows from the fact that for these methods we have
\[
\sum_{j=1}^{k} \delta_j F_{n-j} = \sum_{j=0}^{k-1} v_j \nabla^{j} F_{n-1}.
\]

(In explicit methods all coefficients \(v_j\) are non-negative!)

In each step of the interval methods of Milne-Simpson type (of both kinds) we have to solve a system of nonlinear interval equations of the form

\[
Y = G(T,Y)
\]

where

\[
T \in I(\Delta) \subset I(\mathbb{R}), \quad Y \in I(\Delta_y) \subset I(\mathbb{R}^N),
\]

\[
G: I(\Delta) \times I(\Delta_y) \rightarrow I(\mathbb{R}^N),
\]

and where \(I(\mathbb{R})\) and \(I(\mathbb{R}^N)\) denote the sets of all real intervals and all \(n\)-dimensional real interval vectors, respectively. An iteration process follows immediately from the well-known fixed-point theorem. If we assume that \(G\) is the contracting mapping, i.e.

\[
\rho\left(G(T,Y), G(T,\bar{Y})\right) \leq \alpha \rho(Y, \bar{Y}),
\]

\[
T \subset \Delta, \quad Y, \bar{Y} \subset \Delta_y,
\]

where \(\rho\) denotes a metric\(^1\), and \(\alpha < 1\) is a constant, then the sequence

\[
Y^{(l+1)} = G(T, Y^{(l)}), \quad l = 1, 2, \ldots,
\]

is convergent to a unique element \(Y^*\) with an arbitrary choice of \(Y^0 \in I(\Delta_y)\).

For the second kind of interval methods of Milne-Simpson type the process (31) is as follows:

\[
y^{(l+1)} = y_n + h\delta_{k+1}^{m} F_{k+1}^{(l)} + h^{k+2} \left(\nabla_{k+1}^{\ast} \Psi^{(l)} + \nabla_{k+1}^{\ast} \bar{\Psi}^{(l)}\right),
\]

\[
l = 0, 1, \ldots,
\]

where

\[
\bar{\Psi}^{(l)} = \Psi^{(l)} \left[T_n + [-kh, 0], Y_n^{(l)} + [-kh, 0]F(\Delta_y, \Delta_y)\right],
\]

and we can choose \(Y^{(0)} = Y_{n-1}\).

As for interval methods of Nyström type, for implicit interval methods of Milne-Simpson type we can prove that the exact solution of the initial value problem (1) belongs to the intervals obtained. We have

**Theorem 4.** If \(y(0) \in Y_0\) and \(y(t_i) \in Y_i\) for \(i = 1, 2, \ldots, k-1\), then for the exact solution \(y(t)\) of the initial value problem (1) we have \(y(t_n) \in Y_n\) for \(n = k, k+1, \ldots, m\), \(m\) are obtained from (29) or (30).

The proof is similar to that of Theorem 1.

Moreover, we can estimate the widths of intervals obtained.

**Theorem 5.** If the intervals \(Y_n\) for \(n = 0, 1, \ldots, k-1\) are known, \(t_i = ih \in T_i\), \(i = 0, 1, \ldots, m\), \(h = \xi / m\), \(0 < h \leq h_0\), where

\[
h_0 < \frac{1}{L \delta_k}, \quad \delta_k = \max_{j=0,1,\ldots,k} \left|\delta_j\right|,
\]

and \(Y_n\) for \(n = k, k+1, \ldots, m\) are obtained from (29) or (30), then

\[
d(Y_n) \leq \bar{A} \max_{q=0,1,\ldots,k} d(Y_q) + \bar{B} \max_{j=1,2,\ldots,m} d(T_j) + \bar{C} h^{k+1},
\]

\[
(32)
\]

where the constants \(\bar{A}, \bar{B}\) and \(\bar{C}\) are independent of \(h\).

**Proof.** We prove the estimation of \(d(Y_n)\) for \(Y_n\) given by (30) (for \(Y_n\) given by (29) the proof is similar). From (30) it follows that

\[
d(Y_n) \leq d(Y_{n-2}) + h \sum_{j=0}^{k} \left|\delta_j\right| d(F_{n-j}) +
\]

\[
+ h^{k+2} \left[\nabla_{k+1}^{\ast} \Psi_k + \nabla_{k+1}^{\ast} \bar{\Psi}_k\right] d(\Psi_k).
\]

\[
(33)
\]

We have assumed that \(\Psi\) is monotonic with respect to inclusion. Moreover, if the step size \(h\) is such that satisfies the condition

\[
T_n + [-kh, 0] \subset \Delta_y,
\]

\[
Y_n + [-kh, 0]F(\Delta_y, \Delta_y) \subset \Delta_y,
\]

then \(\bar{\Psi}_k \in \Psi(\Delta_y, \Delta_y)\), and hence \(d(\Psi_k) \leq d(\bar{\Psi}_k)\). We have also assumed that for the function \(F\) there exists

---

\(^1\) In \(I(\mathbb{R})\) the distance between the intervals \(A = [a, \bar{a}]\) and \(B = [b, \bar{b}]\) is defined by

\[
\rho(A, B) = \max_{i=1,2,\ldots,n} \rho(A_i, B_i),
\]

where \(\rho: I(\mathbb{R}) \times I(\mathbb{R}) \rightarrow \mathbb{R}\) is a metric. If \(A\) and \(B\) denote interval vectors, i.e.

\[
A = (A_1, A_2, \ldots, A_n)^T \in I(\mathbb{R}^n),
\]

\[
B = (B_1, B_2, \ldots, B_n)^T \in I(\mathbb{R}^n),
\]

then the distance between \(A\) and \(B\) is defined by

\[
\rho(A, B) = \max_{i=1,2,\ldots,n} \rho(A_i, B_i).
\]
a constant \( L > 0 \) such that \( d(F_{n-j}) \leq L \left( d(T_{n-j}) + d(Y_{n-j}) \right) \).

Therefore, from (33) we get

\[
d(Y_n) \leq d(Y_{n-2}) + \sum_{j=0}^{k} d(T_{n-j}) + d(Y_{n-j}) + k^{k+2} \left[ \left| \nu_{k+1}^* \right| + \left| \nu_{k+1}^* \right| \right] d\left( \varphi(\Delta_t, \Delta_y) \right),
\]

where

\[
\bar{\sigma}_k = \max_{j=0,1,\ldots,k} |\nu_j|.
\]

If we denote

\[
\bar{\sigma} = hL\bar{\sigma}_k, \quad \alpha = 1 + \bar{\sigma},
\]

\[
\bar{\nu} = h^{k+2} \left[ \left| \nu_{k+1}^* \right| + \left| \nu_{k+1}^* \right| \right],
\]

then we can write (34) in the form

\[
d(Y_n) \leq d(Y_{n-2}) + \bar{\sigma}d(Y_n) + \sum_{j=0}^{k} d(T_{n-j}) + \bar{\nu}d\left( \varphi(\Delta_t, \Delta_y) \right),
\]

from which it follows that

\[
(1-\bar{\sigma})d(Y_n) \leq \alpha \sum_{j=0}^{k} d(Y_{n-j}) + \sum_{j=0}^{k} d(T_{n-j}) + \bar{\nu}d\left( \varphi(\Delta_t, \Delta_y) \right).
\]

Let us note that

\[
1-\bar{\sigma} = 1 - hL\bar{\sigma}_k > 0.
\]

The condition (37) is satisfied, since from the assumptions \( 0 < h < h_0 \) and \( h_0 = 1/L\bar{\sigma}_k \). Thus, the inequality (36) can be written in the form

\[
d(Y_n) \leq \beta \alpha \sum_{j=0}^{k} d(Y_{n-j}) + \beta \bar{\nu}d\left( \varphi(\Delta_t, \Delta_y) \right),
\]

where

\[
\beta = \frac{1}{1-h_0 L\bar{\sigma}_k}.
\]

From (38) for \( n = k \) we have

\[
d(Y_k) \leq \beta \alpha \sum_{j=1}^{k} d(Y_{k-j}) + \beta \bar{\nu}d\left( \varphi(\Delta_t, \Delta_y) \right),
\]

while for \( n = k + 1 \) we get

\[
d(Y_{k+1}) \leq \beta \alpha \sum_{j=0}^{k-1} d(Y_{k-j}) + \beta \bar{\nu}d\left( \varphi(\Delta_t, \Delta_y) \right). \tag{39}
\]

Applying (39) to the above inequality we obtain

\[
d(Y_{k+1}) \leq \left( (\beta \alpha)^2 + \beta \bar{\nu} \right) \sum_{j=1}^{k-1} d(Y_{k-j}) + \beta \bar{\nu} \sum_{j=0}^{k} d(T_{k+1-j}) + \beta \bar{\nu} \sum_{j=0}^{k} d(T_{k+1-j}), \tag{40}
\]

From (38) for \( n = k + 2 \) we get

\[
d(Y_{k+2}) \leq \beta \alpha \sum_{j=0}^{k} d(Y_{k-j}) + \beta \bar{\nu} \sum_{j=0}^{k} d(T_{k+1-j}) + \beta \bar{\nu} \sum_{j=0}^{k} d(T_{k+1-j}) \tag{41}
\]

Insertion of (39) and (40) into the above inequality yields

\[
d(Y_{k+2}) \leq \left( (\beta \alpha)^2 + 2(\beta \bar{\alpha} + \beta \bar{\nu}) \right) \sum_{j=1}^{k} d(Y_{k-j}) + \beta \bar{\nu} \left( (\beta \alpha)^2 + 2(\beta \bar{\alpha} + 1) \right) d\left( \varphi(\Delta_t, \Delta_y) \right). \tag{42}
\]

From (39), (40) and (41) it follows that in general for each \( i = 0,1,\ldots,m-k \) we have

\[
d(Y_{k+i}) \leq \beta \alpha \sum_{j=0}^{k} d(Y_{k-j}) + \beta \bar{\nu} \sum_{j=0}^{k} d(T_{k+1-j}) + \beta \bar{\nu} \sum_{j=0}^{k} d(T_{k+1-j}) \tag{43}
\]

where

\[
\beta = \frac{1}{1-h_0 L\bar{\sigma}_k}.
\]
Applying the notations (35) we obtain
\[
\begin{aligned}
d(Y_{k+i}) &\leq k \sum_{i=0}^{p-1} \left( \beta \alpha \right)^{i} \left( \max_{q=0,1...,k-i} d(Y_q) \right) + \\
+ &\beta \delta \sum_{p=0}^{k} \sum_{i=0}^{p-1} \left( \beta \alpha \right)^{i} \left( \max_{j=0,1...,k-p-i} d(T_j) \right) + \\
+ &\beta \nu \sum_{i=0}^{p-1} \left( \beta \alpha \right)^{i} \sum_{j=0,1...,k+i} d' \left( \Psi(\Delta_i, \Delta_j) \right). 
\end{aligned}
\]

Using (27) and the following estimation:
\[
\sum_{i=0}^{p-1} \beta^{i+1} (1 + hL\delta_k) \leq \beta^{m} \exp(\xi L\delta_k) - 1, 
\]
it is easy to show that
\[
k \sum_{i=0}^{p-1} \left( \beta (1 + hL\delta_k) \right)^{i} \leq m \exp(\xi L\delta_k) \exp(\xi L\delta_k) - 1, 
\]
\[
(k + 1) \sum_{p=0}^{k} \sum_{i=0}^{p-1} \left( \beta \alpha \right)^{i} (1 + hL\delta_k)^{i} \leq \\
\leq (m + 1)(m + k + 1)(m - k)! \frac{\beta^{m} \exp(\xi L\delta_k) - 1}{\beta hL\delta_k}, 
\]
\[
\sum_{i=0}^{p-1} \left( \beta (1 + hL\delta_k) \right)^{i} \leq (m - k) \frac{\beta^{m} \exp(\xi L\delta_k) - 1}{\beta hL\delta_k}. 
\]

Thus, from (42) we finally have
\[
\begin{aligned}
d(Y_{k+i}) &\leq \bar{A} \max_{q=0,1...,k-i} d(Y_q) + \\
+ &\bar{B} \max_{j=0,1...,k+i} d(T_j) + \bar{C} h^{k+1}, 
\end{aligned}
\]
for each \( i = 0, 1, ..., m - k, \)

V. NUMERICAL RESULTS

All calculations in the examples presented below have been performed using the \texttt{IntervalArithmetic} unit written by the author in the Delphi Pascal language\(^2\). This unit takes advantage of the floating-point \texttt{Extended} type. The \texttt{IntervalArithmetic} unit makes it possible to:

- represent any input data in the form of machine interval (the ends of this interval are equal or are two subsequent machine numbers),
- perform all calculations in floating-point interval arithmetic,
- use some standard interval functions,
- give results in the form of proper intervals (if the ends of an interval are not the same machine numbers, you see the difference in the output).

Example 1

As the first example let us consider the commonly used test problem, i.e. the following initial value problem:
\[
y' = \lambda y, \quad y(0) = 1, 
\]
with the exact solution
\[
y = \exp(\lambda t). 
\]

For \( \lambda = 0.5 \) we have (17 digits after decimal point)
\[
y(0.5) \approx 1.28402541668774149, \\
y(1.0) \approx 1.64872127070012815. 
\]

In all methods we have assumed
\[
\Delta_i = [0, 1], \quad \Delta_j = [1, 1.65], \quad h = 5 \cdot 10^{-4}, \\
2000 \text{ steps}, \quad T_0 = [0, 0], \quad \text{and} \quad Y_0 = [1, 1]. 
\]

\(^2\) The \texttt{IntervalArithmetic} has been presented and discussed in [12] and [14], and can be obtained from the author by e-mail.
In Table 1 we present the results obtained by the interval methods of Nyström type for \( k = 2 \) and \( k = 4 \), and compare them to the results obtained by the interval methods of Adams-Bashforth type, presented e.g. in [5], for the same values of \( k \). One can observe that interval methods of Nyström type give somewhat better solutions, because the diameters of the intervals obtained are smaller.

In Table 2 similar results for implicit interval methods of Milne-Simpson type and Adams-Moulton type are presented. Implicit interval methods of Adams-Moulton type have been presented in [4], [6] and [17]. It is easy to observe that for the same number of steps implicit interval methods of Milne-Simpson type, presented in this paper, give somewhat better results than the methods of Adams-Moulton type. Let us note that the number of iterations in both of these implicit methods is the same.

Figure 1 presents widths of interval solutions as functions of the number of methods steps. It appears that for each of the method considered there exists an optimal number of method steps. From the second figure (Fig. 2) it...
Table 2. Interval solutions of the test problem obtained by implicit interval methods

<table>
<thead>
<tr>
<th>$k$</th>
<th>Method type</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T(1000) = [4.9999999999999999E-0001, 5.0000000000000001E-0001]$</td>
</tr>
<tr>
<td></td>
<td>Milne-Simpson</td>
<td>$Y(1000) = [1.284025416877413E+0000, 1.284025416877417E+0000]$ width = 2.34E-0016, number of iterations: 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T(2000) = [9.9999999999999994E-0001, 1.0000000000000001E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Y(2000) = [1.648721270701279E+0000, 1.648721270701285E+0000]$ width = 5.32E-0016, number of iterations: 5</td>
</tr>
<tr>
<td></td>
<td>Adams-Moulton</td>
<td>$T(1000) = [4.9999999999999999E-0001, 5.0000000000000001E-0001]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Y(1000) = [1.284025416877413E+0000, 1.284025416877418E+0000]$ width = 4.15E-0016, number of iterations: 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T(2000) = [9.9999999999999994E-0001, 1.0000000000000001E+0000]$</td>
</tr>
<tr>
<td></td>
<td>Milne-Simpson</td>
<td>$T(1000) = [4.9999999999999999E-0001, 5.0000000000000001E-0001]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Y(1000) = [1.284025416877414E+0000, 1.284025416877416E+0000]$ width = 8.12E-0017, number of iterations: 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T(2000) = [9.9999999999999994E-0001, 1.0000000000000001E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Y(2000) = [1.648721270701280E+0000, 1.648721270701283E+0000]$ width = 1.85E-0016, number of iterations: 5</td>
</tr>
<tr>
<td></td>
<td>Adams-Moulton</td>
<td>$T(1000) = [4.9999999999999999E-0001, 5.0000000000000001E-0001]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Y(1000) = [1.284025416877413E+0000, 1.284025416877417E+0000]$ width = 2.73E-0016, number of iterations: 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T(2000) = [9.9999999999999994E-0001, 1.0000000000000001E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Y(2000) = [1.648721270701279E+0000, 1.648721270701285E+0000]$ width = 5.20E-0016, number of iterations: 5</td>
</tr>
</tbody>
</table>

Fig. 2. Widths of interval solutions vs. the number $k$ of method steps for different step sizes at $t = 1$ (AM – Adams-Moulton, MS – Milne-Simpson)

follows that for a given number of method steps there exists the best step size.

Example 2

As an example of two-dimensional problem let us consider a plane motion of two bodies. Let us assume that the bodies are material points with the masses $m_1$ and $m_2$, and are in a constant mutual distance $\alpha$. From the well-known equations of motion of $N$ bodies in inertial frame of references, i.e. from the following equations:

$$\dot{x}_{ij} = -G \sum_{j=1, j \neq i}^{N} \frac{m_j x_{ij} - x_{ij}}{r_{ij}^3}, \quad r_{ij} = \sqrt{\sum_{l=1}^{N} (x_{il} - x_{lj})^2},$$

$$l = 1, 2, 3; \quad i, j = 1, 2, \ldots, N,$$
where $G$ denotes the gravitational constant, it follows that the considered motion is described by the following differential equations of the first order:

$$
\begin{align*}
\dot{x}_l &= v_l, \\
\dot{v}_l &= -\frac{G m_i}{\alpha^3} (x_l - x_1), \\
\dot{v}_{l2} &= -\frac{G m_i}{\alpha^3} (x_{l2} - x_1), & l = 1, 2; \quad i = 1, 2.
\end{align*}
$$

(44) It is easy to show that

$$
G = \frac{4\pi^2 \alpha^3}{m_1 + m_2}.
$$

Assuming that

$$
\begin{align*}
x_{l1}^0 &= \alpha, & v_{l1}^0 &= 2\pi\alpha, \\
x_{l1}^0 &= v_{l1}^0 = 0 & \text{for other } l \text{ and } i \text{ at } t_0 = 0,
\end{align*}
$$

from (44) we can get the exact solution in the form (see [10])

$$
\begin{align*}
x_{11} &= \frac{\alpha}{m_1 + m_2} (m_1 + m_2 \cos 2\pi t), \\
x_{12} &= \frac{\alpha}{m_1 + m_2} (2\pi m_1 + m_2 \sin 2\pi t), \\
x_{21} &= \frac{\alpha}{m_1 + m_2} (2\pi m_1 + m_2 \sin 2\pi t).
\end{align*}
$$

Taking the astronomical unit ($149597.9 \times 10^6$ m), mass of the Earth with the Moon ($1/328900.1$ of the Sun mass) and astronomical year at the moment 1950.0 (365.24219572 days) as units, we have $G = 1.20021974563227948 \times 10^{-4}$. Hence, for $m_1 = 1$ and $m_2 = 328900.1$ from (46) it follows that $\alpha = 0.99974178082659804$.

In order to apply explicit interval methods of Nyström type and both kinds of implicit interval methods of Milne-Simpson type for $k = 1, 2, 3$ with $h = 0.0001$, on the basis of (45) we have taken the following initial intervals:

$$
\begin{align*}
&n = 0: \quad x_{11} = [9.9997417808265980E-0001, 9.9997417808265981E-0001], \\
&\quad x_{21} = [0.0000000000000001E+0000, 0.0000000000000000E+0000], \\
&\quad x_{12} = [0.0000000000000000E+0000, 0.0000000000000000E+0000], \\
&\quad x_{22} = [0.0000000000000000E+0000, 0.0000000000000000E+0000], \\
&\quad v_{11} = [0.0000000000000000E+0000, 0.0000000000000000E+0000], \\
&\quad v_{21} = [6.2830230632879513E+0000, 6.2830230632879514E+0000], \\
&\quad v_{12} = [0.0000000000000000E+0000, 0.0000000000000000E+0000], \\
&\quad v_{22} = [0.0000000000000000E+0000, 0.0000000000000000E+0000], \\
&n = 1: \quad x_{11} = [9.9997398069627545E-0001, 9.9997398069627546E-0001], \\
&\quad x_{21} = [6.283022698828693E-0004, 6.283022698828693E-0004], \\
&\quad x_{12} = [6.0014084624780502E-0013, 6.0014084624780503E-0013], \\
&\quad x_{22} = [1.256932065687767E-0016, 1.256932065687767E-0016], \\
&\quad v_{11} = [3.9477275570247397E-0003, 3.9477275570247396E-0003], \\
&\quad v_{21} = [6.283021823072712E-0000, 6.283021823072712E-0000], \\
&\quad v_{12} = [1.2002816530079314E-0008, 1.2002816530079315E-0008], \\
&\quad v_{22} = [3.7707961473825319E-0012, 3.7707961473825319E-0012], \\
&n = 2: \quad x_{11} = [9.999733885372003E-0001, 9.999733885372003E-0001], \\
&\quad x_{21} = [1.256604821933544E-0003, 1.256604821933544E-0003], \\
&\quad x_{12} = [2.400563148065178E-0012, 2.400563148065178E-0012], \\
&\quad x_{22} = [1.005545592885262E-0015, 1.005545592885262E-0015], \\
&\quad v_{11} = [7.895453555491598E-0003, 7.895453555491598E-0003], \\
&\quad v_{21} = [6.283018102472521E+0000, 6.283018102472521E+0000], \\
&\quad v_{12} = [2.400563231636751E-0008, 2.400563231636751E-0008], \\
&\quad v_{22} = [1.5083183100879902E-0011, 1.5083183100879903E-0011].
\end{align*}
$$
Table 3. Interval solutions of the two-body problem obtained by interval methods of Nyström type

<table>
<thead>
<tr>
<th>$k$</th>
<th>Step</th>
<th>$x[1, 1]$</th>
<th>$x[2, 1]$</th>
<th>$v[1, 1]$</th>
<th>$v[2, 1]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2000</td>
<td>[3.0901054026171765E-0001, 3.0901153413474893E-0001]</td>
<td>[9.5103241587730308E-0001, 9.5103409750334333E-0001]</td>
<td>[5.9754954138795067E+0000, 5.9754888988231943E+0000]</td>
<td>[1.9415704887021080E+0000, 1.9415767286584202E+0000]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 9.94E-0007</td>
<td>width = 9.94E-0007</td>
<td>width = 6.24E-0006</td>
<td>width = 6.24E-0006</td>
</tr>
<tr>
<td></td>
<td>9999</td>
<td>[9.9986838859246625E-0001, 1.0000799675726825E+0000]</td>
<td>[-8.6273007868630888E-0005, 1.2530597234570404E-0004]</td>
<td>[-5.9754918582474882E+0000, -5.9754918572861251E+0000]</td>
<td>[1.9415775440603296E+0000, 1.9415799675726825E+0000]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 2.12E-0004</td>
<td>width = 2.12E-0004</td>
<td>width = 1.32E-0003</td>
<td>width = 1.32E-0003</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>[3.0901115637291696E-0001, 3.0901115637291696E-0001]</td>
<td>[9.5103288710799053E-0001, 9.5103288710799053E-0001]</td>
<td>[-5.9754918582651012E+0000, -5.9754918582651012E+0000]</td>
<td>[1.9415741034880229E+0000, 1.9415741034880229E+0000]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 3.12E-0010</td>
<td>width = 3.12E-0010</td>
<td>width = 1.96E-0009</td>
<td>width = 1.96E-0009</td>
</tr>
<tr>
<td></td>
<td>9999</td>
<td>[9.9997414449032920E-0001, 9.9997414449032920E-0001]</td>
<td>[1.9069897700167120E-0005, 1.913625643296569E-0005]</td>
<td>[-5.9754941547826812E+0000, -5.9754941547826812E+0000]</td>
<td>[6.2830228548463212E+0000, 6.2830228548463212E+0000]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 6.64E-0008</td>
<td>width = 6.64E-0008</td>
<td>width = 4.17E-0007</td>
<td>width = 4.17E-0007</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>[3.0901115792925821E-0001, 3.0901115792925821E-0001]</td>
<td>[9.5103288726368103E-0001, 9.5103288726368103E-0001]</td>
<td>[-5.9754918582651012E+0000, -5.9754918582651012E+0000]</td>
<td>[1.9415741025054845E+0000, 1.9415741025054845E+0000]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 5.55E-0013</td>
<td>width = 5.55E-0013</td>
<td>width = 3.49E-0012</td>
<td>width = 3.49E-0012</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>[9.9997417945363130E-0001, 9.9997417945363130E-0001]</td>
<td>[1.9104448408562482E-0005, 1.9104448408562482E-0005]</td>
<td>[-5.9754941547826812E+0000, -5.9754941547826812E+0000]</td>
<td>[6.2830230546720339E+0000, 6.2830230546720339E+0000]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 2.74E-0009</td>
<td>width = 2.74E-0009</td>
<td>width = 1.72E-0008</td>
<td>width = 1.72E-0008</td>
</tr>
</tbody>
</table>
Table 4. Interval solutions of the two-body problem obtained by interval methods of Milne-Simpson type of the first kind (with backward differences)

<table>
<thead>
<tr>
<th>k</th>
<th>Step</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2000</td>
<td>$x[1, 1] = [3.0901111492869487E-0001, 3.0901116668988840E-0001]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 1.76E-0009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x[2, 1] = [9.5103288643274413E-0001, 9.5103288819393640E-0001]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 1.76E-0009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[1, 1] = [-5.9754918641104098E+0000, -5.9754918530438282E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 1.10E-0008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[2, 1] = [1.9415740970748240E+0000, 1.941574108413977E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 1.10E-0008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>number of iterations : 4</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>$x[1, 1] = [9.9672257365831662E-0001, 1.0032257830265033E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 6.50E-0003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 6.50E-0003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[1, 1] = [-2.0430434776658366E-0002, 2.0430434775736423E-0002]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 4.09E-0002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[2, 1] = [6.262592644011807E+0000, 6.304534858380328E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 4.09E-0002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>number of iterations : 7</td>
</tr>
<tr>
<td>2</td>
<td>2000</td>
<td>$x[1, 1] = [3.0901111579289397E-0001, 3.090111579360825E-0001]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 7.14E-0013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x[2, 1] = [9.510328726359762E-0001, 9.5103288726430908E-0001]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 7.11E-0013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[1, 1] = [-5.975491858267869E+0000, -5.975491858266785E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 4.49E-0012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[2, 1] = [1.9415741025073459E+0000, 1.9415741025073459E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 4.47E-0012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>number of iterations : 6</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>$x[1, 1] = [9.9993689042939006E-0001, 1.0000146573952968E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 7.46E-0005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x[2, 1] = [-1.8040700405988558E-0005, 5.6246854566328955E-0005]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 7.43E-0005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[1, 1] = [-2.3248523519754089E-0004, 2.3428523513016957E-0004]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 4.69E-0004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[2, 1] = [6.2827896820509971E+0000, 6.2827896820509971E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 4.67E-0004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>number of iterations : 8</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>$x[1, 1] = [3.09011115793234826E-0001, 3.0901111579325603E-0001]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 7.76E-0015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x[2, 1] = [9.5103288726395081E-0001, 9.5103288726395523E-0001]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 4.40E-0015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[1, 1] = [-5.9754918582668345E+0000, -5.9754918582667852E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 4.92E-0014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[2, 1] = [1.94157401025073459E+0000, 1.94157401025073459E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 2.82E-0014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>number of iterations : 6</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>$x[1, 1] = [9.9997737360945398E-0001, 9.9997737755856562E-0001]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 8.09E-0007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x[2, 1] = [1.8869511256453819E-0005, 1.9336642893008227E-0005]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 4.67E-0007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[1, 1] = [-2.5413801037084521E-0006, 2.5413801047086599E-0006]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 5.08E-0006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$v[2, 1] = [6.2830215957506335E+0000, 6.283024538252693E+0000]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>width = 2.94E-0006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>number of iterations : 8</td>
</tr>
</tbody>
</table>
Table 5. Interval solutions of the two-body problem obtained by interval methods of Milne-Simpson type of the second kind (without backward differences)

<table>
<thead>
<tr>
<th>$k$</th>
<th>Step</th>
<th>x[1, 1] =</th>
<th>x[2, 1] =</th>
<th>v[1, 1] =</th>
<th>v[2, 1] =</th>
<th>Results</th>
<th>number of iterations :</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>x[1, 1] =</td>
<td>x[2, 1] =</td>
<td>v[1, 1] =</td>
<td>v[2, 1] =</td>
<td>results</td>
<td>number of iterations :</td>
</tr>
<tr>
<td>2</td>
<td>2000</td>
<td>x[1, 1] =</td>
<td>x[2, 1] =</td>
<td>v[1, 1] =</td>
<td>v[2, 1] =</td>
<td>results</td>
<td>number of iterations :</td>
</tr>
<tr>
<td></td>
<td></td>
<td>x[1, 1] =</td>
<td>x[2, 1] =</td>
<td>v[1, 1] =</td>
<td>v[2, 1] =</td>
<td>results</td>
<td>number of iterations :</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>x[1, 1] =</td>
<td>x[2, 1] =</td>
<td>v[1, 1] =</td>
<td>v[2, 1] =</td>
<td>results</td>
<td>number of iterations :</td>
</tr>
<tr>
<td></td>
<td></td>
<td>x[1, 1] =</td>
<td>x[2, 1] =</td>
<td>v[1, 1] =</td>
<td>v[2, 1] =</td>
<td>results</td>
<td>number of iterations :</td>
</tr>
</tbody>
</table>

Multistep Interval Methods of Nyström and Milne-Simpson Types
Moreover, we have assumed that \( m = 10000 \) steps, \( T_0 = [0,0], \Delta t = [0,1] \) and

\[
\Delta_y = \begin{bmatrix}
\Delta_{y_{11}} \\
\Delta_{y_{12}} \\
\Delta_{y_{21}} \\
\Delta_{y_{22}} \\
\end{bmatrix} = \begin{bmatrix}
[-1, 1] \\
[-2 \cdot 10^{-5}, 2 \cdot 10^{-5}] \\
[-6.3, 6.3] \\
[-4 \cdot 10^{-5}, 4 \cdot 10^{-5}] \\
\end{bmatrix}
\]

All the results presented in Tables 3, 4 and 5 have been obtained for the above data.

It is easy to observe that for the same number of steps the interval solutions obtained by the implicit methods of the second kind are the best (the diameters of intervals are the smallest), and that the methods (30) give better solutions than the methods (29). One can also check that in each case and at each moment the exact solution given by (45) belongs to the intervals obtained. Moreover, the implicit interval methods of the first kind are good enough at the beginning of integration interval, but the diameters of intervals grow rapidly at the end of this interval.

VI. CONCLUSIONS

Interval methods for solving the initial value problem in floating-point interval arithmetic give solutions in the form of interval which contain all possible numerical errors, i.e. representation errors, rounding errors, and errors of methods. For the method considered in this paper it follows that for the same number of steps explicit interval methods of Nyström type are somewhat better (i.e. give the interval solution with a smaller width) than the methods of Adams-Bashforth type [5, 9, 18, 21], and implicit interval methods of Milne-Simpson type give somewhat better results than the methods of Adams-Moulton type [4, 6, 17, 18]. Another conclusion concerning the interval methods of Milne-Simpson type is that the methods based on backward interval differences give somewhat worse results than the methods based only on the combinations of interval function values at different points (see Theorem 4 and Table 3). Moreover, for each particular problem one should choose the appropriate step size and the number of method steps to obtain the interval solution with the smallest width (diameter). It appears that for a given step size there exists the optimal number of method steps, and for a given number of method steps there exists the best step size.
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